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Abstract - The cultural impact of fake content is enormous today. Detecting fake content is a 
crucial step. This research aims to identify fake content using several machine-learning 
classifiers. Five popular classifiers are used in the experiments: Naïve Bayes, Logistic 
Regression, Support Vector Machine, Decision Tree and Random Forest. Data cleaning 
(concatenating the data frame, Shuffling the data, dropping the title and date, converting to 
lowercase) and pre-processing (Removing punctuation, removing stop words) are the most 
important methods before using any machine learning classifier. In our research work, different 
types of models and accuracies were observed. The Decision Tree classifier has gained the 
highest accuracy, and the Naïve Bayes algorithm has taken very less time to execution.  
Keywords - Naive Bayes, Logistic Regression, Decision Tree and SVM classifier. 
 
1. INTRODUCTION 
The world is changing day by day.  In this era, we have several advantages and disadvantages 
of this digital world. Internet is the best resource for browsing and downloading information 
from any web. But we do not know how much legitimate or fake content is one of them. Users 
can easily spread fake content, which harms a person's or society's reputation. Fake content can 
be related to a political party or an organization. There are several web platforms where a 
person can share fake content. There are many social platforms, including Facebook, twitter 
etc. Machine learning helps in the making, such as automatically learn system and perform 
different actions. Algorithms for machine learning come in supervised, unsupervised, and 
reinforcement learning varieties. Now a days machine learning is widely used technology for 
prediction or detection of hidden pattern. There are a lot of web platforms for users to access 
and with very little amount easily. But these contents challenge cyber criminals to detect timely 
and accurately. So fake content detection is not an easy task.it is a big challenge. (wang,2017). 
Fake content is circulating at high speed on social media. If the fake content is not detected in 
the primary stage, then the social media user circulates it to others and the other user act on it. 
It destroys the names and fame of individuals, organizations, or political parties through fake 
content. To identify phony content, they deployed machine learning algorithms. Fake news, 
according to researchers (zhou et al., 2019), has been growing over time. Because of this, false 
content detection is necessary. Now a day’s, different machine learning algorithms are trained 
to fulfil this purpose.  
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 The remaining sections of the paper are organized in the following way: section two 
incorporates related work, section three contains the methodology, section four contains the 
results and discussion, and section five incorporates the conclusion. References for the papers 
covered in this literature review are provided at the end. 
 
2. RELATED WORK 
In their study [1], Mykhailo Granik et al. provide a straightforward method for identifying false 
news using a naive Bayes classifier. This approach collected data from Facebook post as well 
as three large web platforms (Politico, CNN, ABC News) for implementation of system. They 
achieved an algorithm accuracy is 74%. Marco L. Della Vedova et. al. [2] proposed a model 
with combining news content and social features. System increased the accuracy up to 78.8%. 
They used Facebook Messenger Chabot in real time environment which increased the accuracy 
78.8% to 81%. Cody Buntain et. al. [3] developed an automatic fake news detection with 
CREDBANK and PHEME dataset. They use this technique to analyses Twitter content that 
was obtained from BuzzFeed's fake news dataset. 
 
3. METHODOLOGY 
Methodology is most important part of the any research. we have following to steps classify 
our fake or legitimate content with good accuracy.  

 
Fig 1: Methodology 

 
3.1 Data Collection 
Using an open-source dataset is the simplest and quickest way to gather data for our ML model. 
We used Kaggle, UCI machine, Amazon and Government datasets for our research. Our data 
set have different features title, subject, text and date which shows when the content uploaded 
on social media platform. 
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Fig 2: Dataset Description 

 
3.2 Pre-processing  
        In our research work Data cleaning and preparation comes in the data pre-processing steps 
can be a challenge especially with the total number of ways at which this process can take 
place. In this paper we use Missing values, Noisy Data, Removing outliers, Data 
Transformation and Data Reduction pre-processing methods on the collected data set. We also 
use Natural Language Toolkit for Removing punctuation, Removing stop words for data 
cleaning process. We also merge our true and fake dataset into new dataset which shown below 

 
Fig 3: Concatenate data frame 

Which have total 44898 records and 5 features. We also shuffle the data, remove the unrelated 
date feature from the dataset. We also converted data into lowercase, removing punctuation 
and stop words from dataset. Mentioned images shown practical implementation of some main 
points related to the pre-processing. 

 
Fig 4: Remove punctuation 
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Fig 5:  Removing the title 

 
3.3 Data set Splitting  
     Train-test split is used to divide the dataset into two parts. We can evaluate the machine 
learning model's performance with the help of splitting the dataset. For good performance, we 
give maximum data to the training part and less data to the test to the machine. By default, the 
training set is divided into 70% of the actual data and the test set into 30% of the actual data. 
In our study, training accounts for 80% and testing for 20%. 

 
Fig 6: Splitting data 

 
Machine learning models generally divide the dataset into training and testing. We trained our 
model over an original dataset and then evaluated it for prediction using different classifiers. 
Training and testing datasets are key concepts of machine learning, where we will use training 
datasets for fitting the model and test datasets for evaluating the model.   
 
3.4 Algorithm 
Machine learning is a technology that automatically sorts or categorizes data into one or more 
categories using different classifiers. We used to describe classes using target, label and or 
features of the dataset. The Most important characteristic of fake content is to classify the fake 
or real content with the help of a machine learning classifier which examines the content and 
filters it according to dataset attributes. The classifier estimates a mapping function (f) from 
the given input variable (X) to discrete target variables is known as classification. We used 
different classifier in our research. 
 
3.4.1   Naïve Bayes Classifier 
We used different types of classifiers to train machine. It will automatically detect the fake or 
legitimate content form dataset. We use the classifier separates data into different classes 
according to the Bayes’ Theorem.it make relationship between all input features in a class is 
independent. Hence, the model is called naïve. Basically, it used for binary or categorical input 
values. We classified our target feature with the help of Naïve Bayes classifier. We got 95.24% 
accuracy with model.   
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Fig 7: Naïve Bayes Classifier 

3.4.1.1 Confusion matrix 
A machine learning classification performance metric is the confusion matrix. By displaying a 
data table of the outcomes and predictions, a confusion matrix helps the user visualise the 
varied results of a classification operation. The whole predicted and actual values of a classifier 
are plotted in a table. Consider a confusion matrix made for a classifier that classifies content 
based on whether they fake or legitimate. 

 
Fig  8: Confusion matrix 

 
      From the above diagram, we can see that: 
True Positives (TP) = 4404 
True Negatives (TN) = 4149 
False Positives (FP) = 281 
False Negatives (FN) = 146 
Accuracy = (TP+TN)/(TP+TN+FP+FN) 
Accuracy = 4404+4149/4404+4149+281+146          =8553/8980 =95.24% 
 
3.4.2. Logistic Regression  Classifier      
Supervised learning includes logistic regression. It's employed to figure out or forecast the 
likelihood that a binary (yes/no) event will take place. In our research work dependent variable 
is title. The independent variable is label. We classified the fake and legitimate content with 
98.96% accuracy. 
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Fig 9: Logistic Regression Classifier 

 
3.4.2.1 Confusion matrix 
It provides the measurement of any machine learning model. 

 
Fig 10: Confusion matrix 

3.4.2 Decision Tree  Classifier 
Decision Tree is also coming in the supervised machine-learning technique for different 
regression and classification problems. Generally, it is preferred for solving classification 
problems. It is based on a tree structure classifier where internal nodes and branches is part of 
the structure. Internal nodes represent the features of a dataset, branches represent the decision 
rules, and each leaf node represents the outcome. Our work also uses to predict fake content 
and gives a good accuracy of 99.67%. 
  

 
Fig 11: Decision Tree  Classifier 
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3.4.3.1 Confusion matrix 

 
Fig  12: Confusion matrix 

 
3.4.4 Random Forest Classifier 
       It is an important classifier for improving the accuracy of the algorithm. Random forest is 
a mixture of decision trees. We can develop a tree using a random subset of a training dataset. 
In the random forest, the test condition represents a node, and the result represents edges. By 
using Random Forest, we gain a maximum accuracy of 99.14%. 

 
Fig 13: Random Forest Classifier 

 3.4.4.1 Confusion matrix 
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Fig 14 : Confusion matrix 
3.4.5 Support vector machine  
 Support vector machine is a discriminative classifier. With the help of hyperplane, we can 
separate two of more than two classes.  The hyperplane divides a line in two parts with the 
corresponding classes on either side of the hyperplane. SVM give us 99.54% accuracy on given 
dataset. 

 
Fig  15: SVM Classifier 

 
3.4.5.1 Confusion Matrix 

 
Fig 16: Confusion matrix 

4. Results and analysis 
After, the gathering of the data, different machine-learning models were trained. For solving 
the problem of fake content, the different machine learning models trained Naïve Bayes, 
Random Forest, Support vector machine, Logistic regression, and Decision Tree Classifiers 
were trained to solve the problem of fake or legitimate content for an existing dataset. The 
dataset consisted of the following features: (i) Title: Content Headline. It can be either a user, 
a news agency or an organisation. (ii) Text: The body of the content is in detail. (iii) Subject: 
Types of the content (iv) Target: The classification label either “Real” or “Fake”. (v) Date: 
Content published date. The below table shown different comparative study of the algorithms: 
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Table 1 : Results and analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 4.1  Comparison of  classifiers 

 
Fig :17 Comparison of classifiers 

 
The above model shows decision tree classifier which gives the best accuracy as compared to 
other classifier. 
 
  4.2. Dataset view 

 

Sno Algorithm Accuracy Time  

1 Naïve Bayes 95.24% 12.22s 

2 Logistic 
regression 

98.96% 20.72s 

3 Random Forest 99.14%. 51.66s 

4 Decision Tree 99.67%. 33.021s 

5 Support vector 
machine 

99.54% 1002.464s 
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Fig  18: Dataset  Description 
 
4.3  Articles per subject 
In the below images article are shown per subject where different types of subject   
Government, East middle, News, News form USA, politics, News from politics as well as news 
from world are described. 

 
Fig (19)  Article per subjects 

 
4.4  Fake and Real Articles 
  Total number of fake and real articles are described in below image.  We calculated with the 
help of group by function of pandas library .Our function comprises of target and test feature 
of our dataset. 

 
Fig 20 : Total fake and real content 

In the shown figure total fake articles are 23,481 and true articles are 21,417. 
 
4.5 Fake content displaying using Word cloud 
   It is a python library. Word cloud is used for data visualization in which the frequency of 
word is counted. The size of word depends on its frequency. With the help of this library fake 
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textual data are highlighted. It is used to analyse data from social network websites. One fake 
sentence entered by the user which displayed using word cloud. 
 

 
Fig  21: Fake content displaying using Word cloud 

 
4.6 Real content displaying using word cloud 
 
We can also show real content using word cloud library.  
User entered the real content wwhich shown in below image 

 
Fig  22: Real content displaying using word cloud 

 
4.7 Frequency of fake content 
NLTK is used to teach a computer to understand Human languages and interpret the same as 
humans. It is used to extract information and hidden pattern from data. We can count fake 
content from dataset using NLTK library. Below images shows the frequency of fake content 
using NLTK 
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Fig  23: Frequency of fake content 

 
4.8 Frequency of real content 
We can also count frequency of real word using NLTK library which shown in below image. 

 
Fig  24: Frequency of real content 

 
5. Conclusion 
This work demonstrates an accuracy of different classifier for detecting fake content from 
existing dataset. Fake content identification is most important task is online social media 
platform. We can detect fake content using machine learning as well as artificial intelligence. 
We used many libraries for comparison of models Sklearn, seaborn, pandas, matplotlib, 
NumPy. Sklearn library is used for classification as well as regression model. It provides 
selection of efficient tools for machine learning. Seaborn & matplotlib is used for visualization 
of data. Pandas library is used to analysing, cleaning, exploring for manipulating the dataset. 
NumPy is used for working with array. The result shown the different accuracy of classifier 
that Naïve Bayes 95.24%, Logistic regression 98.96%, Decision Tree 99.67%, Random Forest 
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99.14% and SVM 99.54%. The decision tree classifier gives the best accuracy for predicting 
fake content using machine learning and achieved 99.67% highest accuracy as compared to 
other models and very less time taken by the Naïve Bayes classifier. 
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