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Abstract—Estimating a true set of matching corresponding pixels has always been a challenge 
for image registration. This paper formulates the alignment problem as an estimation problem 
using expectation-maximization (EM) algorithm. With a given input of set of correspondence 
points and their distribution function a posterior probabilities of correspondence can be 
estimated and maximized until convergence. A simple thresholding can then distinguish 
between the inliers and outliers which can recover the coherent pixel correspondence between 
the image pairs. The experimental results have shown efficient results for images with rigid 
motion of translation and rotation. 
Keywords—image registration, expectation, maximum-likelihood, point correspondence, 
coherence 
Introduction 
Image registration for commercial images has garnered a lot of importance in image processing 
techniques lately after its immense applications in many field like medical imaging, satellite 
imaging, image listing etc. while registration techniques differ based on modality of the images 
captured, a fully automated image registration have always found its own challenges. Image 
registration has been found to be more challenging especially when the image pairs used for 
registration have undergone any rigid or non-rigid motions. This paper describes a method for 
image registration for image pairs whose set of point correspondence is apriori given and have 
undergone rigid motion of translation and rotation. The point correspondence set of points are 
chosen such a way that they include most of the true matches between the image pairs. Hence 
an inlier set and an outlier set can be defined based on validation of the matching points. A 
strong discriminator which can estimate these set of points are hence desirable to achieve a 
reliable image registration. 
Many estimating techniques have been used in various image processing techniques in the 
recent past. With the advance of computer vision and machine learning these estimators have 
become popular among research community in estimating the unknown parameters from a 
distribution of data points[1][2]. Maximum-likelihood [3][4][5]and least median of squares 
[6][7][8]are two techniques that are widely and popularly used in any statistical approach. 
[9]uses ML technique on mutual information in improving the speed of image registration. 
[10]has proposed a ML technique for joint image registration and fusion by formulating both 
these image processing problems as estimation problems. The performance in the fusion step 
is used to evaluate the accuracy of the image registration thereby optimizing both the processes 
simultaneously.  
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A penalized maximum likelihood (PML) function is used in [11] for medical image 
registration. The transition probabilities of corresponding image pixels in the image pairs under 
question are used to define this PML and is measured by a joint histogram[12][13]. ML 
framework has also been used for medical image registration of images that have undergone 
simultaneous motion as in [14]. 
Following estimation methods, some works have also explored the possibility of using 
expectation maximization for robust and accurate results[15][16][17]. [18]incorporates fixed 
and adaptive bin sizes to estimate the probability distribution of mutual information of retinal 
images for registration. They also used EM for their final step to increase the accuracy of their 
process. The geometric transformation parameters are estimated using EM in [19] to align 
multimodal and multispectral images. The approach has shown efficient image registration 
results where joint conditional multispectral intensity distribution function has been iteratively 
updated using EM algorithm. 
Establishing a coherent spatial correlation[20][21][22] with the set of points of correspondence 
is vital in our approach for image registration. This relationship can distinguish well between 
the inliers and outliers and thereby establishing true match between the pixels of images to be 
registered. A simple thresholding from empirical data have been used to finally compute the 
inlier set after EM approach. The experimental results have shown significant efficient image 
registration results for a data set of different commercial rgb images. 
Coherent Pixel Correspondence Of Image Registration Theory 
Expectation Maximization 
Point to point correspondence of pixels have long been used for image registration. Our 
approach is to remove points without any correspondence from a given set of point 
correspondences to establish accurate and reliable image alignment. Towards this regard, first 
a set of point correspondences S is defined from the image pairs as given below 

𝑆 =  {(𝒂 , 𝒃 )}  
 

Where an image point set is defined as 𝒂 = (𝒂 , 𝒂 , 1)  in a homogenous coordinate system. 
We then try to find a spatial correspondence within the set 𝑆 between all the image points as 
that lies within the correspondence which we will call as inliers and those that do not have any 
correspondence whatsoever as outliers. The objective of the problem formulation then becomes 
to remove as many outliers as possible and thus include only the correct point set with 
maximum correspondence as possible. For this a correspondence function 𝑪(∙)forall the image 
points should be defined. The inlier points and the outlier points can then be identified using 
this correspondence function such that 𝑪(𝒂, 𝒃) = 0 is satisfied for all the inliers.  

With correspondence function defined for the point set correspondence, estimating the 
correspondence function 𝑪(∙)becomes the first and major task in our approach. An EM 
framework[23][24] is used to solve this problem by formulating a maximum likelihood for the 
correspondence function. The assumption that we make here is that the outliers in the image 
point set is caused by some noise which is Gaussian and have a zero mean and a uniform 

standard deviation 𝜎. Also the outlier points are assumed to be of uniform distribution  where 
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𝑘 is a constant. If we denote the percentage of inlier points as 𝛿 then the likelihood can be 
formulated as 

𝒑(𝑺|𝜽) =
𝜹 

𝟐𝝅𝝈𝟐
𝒆

‖𝑪(𝒂𝒏,𝒃𝒏)‖𝟐

𝟐𝝈𝟐 +

𝑵

𝒏 𝟏

𝟏 − 𝜹

𝒌
 

1 

Where 𝜽 = {𝑪, 𝜎 , 𝛿} are the parameters to be estimated. Then the true set of parameters 𝜽 

maximizes the likelihood function given in 𝒑(𝑺|𝜽) = ∏
𝜹 

𝟐𝝅𝝈𝟐 𝒆
‖𝑪(𝒂𝒏,𝒃𝒏)‖𝟐

𝟐𝝈𝟐 +𝑵
𝒏 𝟏

𝟏 𝜹

𝒌
 

1. This is possible by defining a maximum likelihood for 𝜽as 
𝜽∗ = 𝒂𝒓𝒈 𝒎𝒂𝒙𝜽𝒑(𝑺|𝜽) 

2 

Alternatively we can write the likelihood in terms of an energy function as 

𝐸(𝜽) = − 𝑙𝑛 𝑝(𝒂 , 𝒃 |𝜽) 

 
Of the many parameter estimation models available in the literature we have chosen E-M 
algorithm for our approach. This is an iterative process where the expectation step uses the 
current estimate of the parameters to find the expectation of the log-likelihood and the 
maximization step updated these parameters so as to maximize the expected log-likelihood. A 
latent variable 𝑧  for each sample in the calculation is assigned based on whether its 
distribution function is Gaussian or uniform. We have assigned 𝑧 = 1 for Gaussian and 
𝑧 = 0 for uniform distribution of the samples. The E-M problem can now be formulated as 

𝓠 𝜽, 𝜽𝒐𝒍𝒅 = −
𝟏

𝟐𝝈𝟐
𝑷 𝒛𝒏 = 𝟏 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅 ‖𝑪(𝒂𝒏, 𝒃𝒏)‖𝟐

𝑵

𝒏 𝟏

− 𝒍𝒏 𝝈𝟐 𝑷 𝒛𝒏 = 𝟏 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅

𝑵

𝒏 𝟏

+ 𝒍𝒏 𝜹 𝑷 𝒛𝒏 = 𝟏 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅

𝑵

𝒏 𝟏

+ 𝒍𝒏(𝟏 − 𝜹) 𝑷 𝒛𝒏 = 𝟎 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅

𝑵

𝒏 𝟏

 

3 

Equation 𝓠 𝜽, 𝜽𝒐𝒍𝒅 = −
𝟏

𝟐𝝈𝟐
∑ 𝑷 𝒛𝒏 = 𝟏 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅 ‖𝑪(𝒂𝒏, 𝒃𝒏)‖𝟐𝑵

𝒏 𝟏 −

𝒍𝒏 𝝈𝟐 ∑ 𝑷 𝒛𝒏 = 𝟏 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅𝑵
𝒏 𝟏 + 𝒍𝒏 𝜹 ∑ 𝑷 𝒛𝒏 = 𝟏 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅𝑵

𝒏 𝟏 + 𝒍𝒏(𝟏 −

𝜹) ∑ 𝑷 𝒛𝒏 = 𝟎 𝒂𝒏, 𝒃𝒏, 𝜽𝒐𝒍𝒅𝑵
𝒏 𝟏  

3 can be minimized to a weighted minimal correspondence function as 

𝓠(𝑪) = 𝒑𝒏‖𝑪(𝒂𝒏, 𝒃𝒏)‖𝟐

𝑵

𝒏 𝟏

 

4 
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Expectation Step:  by applying Bayes’ rule the probability for the nth sample 𝑝 =

𝑃(𝑧 = 1|𝒂 , 𝒃 , 𝜽 ) can be computed as follows 

𝒑𝒏 =
𝜹𝒆

‖𝑪(𝒂𝒏,𝒃𝒏)‖𝟐

𝟐𝝈𝟐

𝜹𝒆
‖𝑪(𝒂𝒏,𝒃𝒏)‖𝟐

𝟐𝝈𝟐 +
𝟐𝝅𝝈𝟐(𝟏 − 𝜹)

𝒌

 

5 

Maximization Step: the estimation parameter𝜽is updated in this step to𝜽𝒏𝒆𝒘as follows 

𝜽𝒏𝒆𝒘 = 𝒂𝒓𝒈 𝒎𝒂𝒙𝜽 𝓠 𝜽, 𝜽𝒐𝒍𝒅  

6 

The maxima is obtained by taking the derivative of the 𝒬(∙) with respect to the variance 𝜎  
and 𝛿 and then setting each derivative to zero. The updated variance and percentage of inliers 
will be then 

𝝈𝟐 =
𝓠(𝑪)

∑ 𝒑𝒏
𝑵
𝒏 𝟏

 

7 

𝜹 =
𝒑𝒏

𝑵

𝑵

𝒏 𝟏

 

8 

The correspondence function 𝐂(∙) can be obtained as the EM steps convergefinally. This is 
explained in the next section. The set of pixels that are coherent from the correspondence 
function can then be binned into a set by thresholding. The posterior probabilities are 
expected to be practically either 0 or 1 and hence the choice of threshold is very easy to 
make. These set of pixels can be denoted as 𝒫 = {𝑛|𝑝 > 𝜏, 𝑛 = 1, … , 𝑁}, where 𝜏is the 
threshold chosen. 

Correspondence function  
The correspondence function is estimated for image pairs that have undergone only two kinds 
of rigid motions. Our research has concentrated only on translational and rotational motions 
of the images. We define a constraint for both these motions. For any general translation 
motion the correspondence function can be written as 

𝑪(𝒂, 𝒃) = 𝒂𝑻𝓣𝒃 

9 

Where 𝓣 is a matrix that defines any translation motion that might have happened to the 
image pair. Similarly for a rotational motion the correspondence function is 

𝑪(𝒂, 𝒃) = 𝒃 − 𝓡𝒂 

10 

Where 𝓡 is a matrix that defines rotation.From𝓠(𝑪) = ∑ 𝒑𝒏‖𝑪(𝒂𝒏, 𝒃𝒏)‖𝟐𝑵
𝒏 𝟏  

4, 11 can be rewritten as 
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𝓠(𝓣) = 𝒑𝒏(𝒂𝒏
𝑻𝓣𝒃𝒏)𝟐

𝑵

𝒏 𝟏

 

11 

We observe that the translational matrix 𝓣 has a rank of 2 in two dimensional plane and can 
be diagonalised with positive entries. Whenever the posterior probabilities are estimated to be 
zero, it corresponds to outliers and in such cases the point correspondence set will not be used 
for estimating the translation motion. This is apparent since we are only interested in the 
pixels that experience any motion. 
The weighted minimal correspondence function for any rotation motion can be similarly 
computed as follows 

𝓠(𝓡) = ∑ 𝒑𝒏‖𝒃𝒏 − 𝓡𝒂𝒏‖𝟐𝑵
𝒏 𝟏                                 14 

 

The same logic for posterior probabilities as explained for translation is applicable here as 
well. The entire process we have followed for image registration has been summarized in 
Error! Reference source not found.. 

Table 1 

Algorithm 1 Image Registration Algorithm 
through coherent pixel correspondence 

Input: Set of point correspondence 𝑆 =

 {(𝒂 , 𝒃 )} ,uniform distribution parameter 
𝑘; 

Output: Set of inliers; 

1: Initialize all the parameters. 

2: Compute the posterior probabilities in 
Expectation step using Eq. 𝒑𝒏 =

𝜹𝒆

‖𝑪(𝒂𝒏,𝒃𝒏)‖𝟐

𝟐𝝈𝟐

𝜹𝒆

‖𝑪(𝒂𝒏,𝒃𝒏)‖𝟐

𝟐𝝈𝟐 𝟐𝝅𝝈𝟐(𝟏 𝜹)

𝒌

 

5 

3: Maximize the correspondence in 
maximization step until EM converges. 

4: Using a threshold determine the set of 
inliers and outliers 

Experimental Results 
The proposed algorithm is experimented for registration of a set of color images with a 
deliberate movement incurred. This is explained in this section and all the results are shown in 
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from Fig 1 to Fig 18. An image is first chosen and then deliberately translated and rotated to 
incur movement. This movement and rotation incurred image is taken as the second image 
input for registration. For example, the image in Fig 1 is considered to be the first set of point 
correspondence. The same image is moved and rotated anti-clockwise 30 degrees. These set of 
pixels are then subjected to the expectation problem to find the maximum correspondence 
between them. The final registered results through coherent pixel correspondence is given in 
Fig 3. The results show that our algorithm could also easily find the correspondence between 
the hand signature as well shown in the image. 
The registration metrics used for all the tests we have done are tabulated in Table 1. The mutual 
information calculated for the set of images is given in this table. We have tested for various 
values of parameters explained before. The variations in the parameters used in the tests are 
tabulated in Table 3. The starting value of gamma for all the tests have been practically chosen 
as 0.9 and after the iterations we have obtained the gamma value for optimal results of 
registration. The energy change rate for the corresponding gamma values are also shown in the 
same table. Interestingly the energy change rate is minimum for image pairs with minimal 
correspondence points and is found to be more in case of image pairs with more set of feature 
points or matching corresponding pixels. In Table 4 we have tabulated different computational 
time taken for each image pairs for corresponding sigma values against the true value of 
correspondence in each case. 

 
Fig:1 Test1 Input-1 

 
Fig:2 Test1 Input-2 

 
Fig:3 Test 1 Registered Image 

Fig:3 Test 1 Registered Image 
A similar set of example is shown in Fig 4 to Fig 6, however there is 45 degrees anti-clockwise 
rotation. Also there are more feature points to be matched than the previous example and has 
been accurately done for coherent correspondence by our algorithm and visualized using blue 
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lines in Fig 6. Fig 7 to Fig 9 shows another example where the correspondence points are less 
than the previous example and evidently takes lesser time in computation.  
  

 
Fig:4 Test2 Input-1 

 
Fig:5 Test2 Input-2 

 
Fig:6 Test 2 Registered Image 

 

 
Fig:7 Test3 Input-1 

 
Fig:8 Test3 Input-2 
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Fig:9 Test 3 Registered Image 

 

 
Fig:10 Test 4 Input-1 

 
Fig:11 Test 4 Input-2 

 
Fig:12 Test 4 Registered Image 
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Fig:13 Test 5 Input-1 

 
Fig:14 Test 5 Input-2 

 
Fig:15 Test 5 Registered Image 

 
The next three tests contain more mutual information and hence more pixel set for 
correspondence. This is evident in the mutual information tabulation and energy change rate. 
The corresponding time elapsed is also more for these last three tests. The final test image has 
taken more time in computation despite having lower correspondence. This is because there is 
more mutual information between the image pairs. The algorithm has worked very well in 
terms of final image registration in all the test cases we have put in. the results thus strongly 
conforms with the proposed method. 

 
Fig:16 Test 6 Input-1 

 
Fig:17 Test 6 Input-2 
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Fig:18 Test 6 Registered Image 

 
Table 2: Registration Metrics 

Test Sample 
Information 
Ratio (IR) 
count 

Lower bound on 
Information 
Ratio (LIR) 
count 

Mutual 
Information 
Ratio (MIR) 
count 

Lower bound on 
Mutual 
Information 
Ratio (LMIR) 
count 

Test-1 143.38 80.62 53.79 148.70 
Test-2 167.62 90.94 55.53 175.32 
Test-3 104.68 61.35 21.32 115.33 
Test-4 167.18 90.71 42.88 176.83 
Test-5 143.85 82.1 20.79 158.10 
Test-6 146.37 82.85 29.12 160.61 

 
Table 3: Variation in parameters 

  Gamma The Energy Change Rate 

Test Sample At Starting At Saturation At Starting At Saturation 

Test-1 0.9 0.4070 1.0033 0.000009 
Test-2 0.9 0.3067 1.0018 0.000001 
Test-3 0.9 0.3344 1.0113 0.000006 
Test-4 0.9 0.3955 1.0030 0.544872 
Test-5 0.9 0.4055 1.0027 0.000003 
Test-6 0.9 0.243 1.0040 0.031723 
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Table 4: Variation in parameters and Elapsed time for algorithm 
   Sigma     

Test Sample At Starting At Saturation 
Elapsed time 
in sec 

Correct correspondence 
(%) 

Test-1 0.334 0.000011 0.665 40.703 
Test-2 0.363 0.000014 4.758 30.679 
Test-3 0.525 0.000258 0.646 33.447 
Test-4 0.381 0.000014 16.876 39.556 
Test-5 0.322 0.000011 1.383 40.559 
Test-6 0.436 0.000026 44.54 24.375 

 
Conclusion 
We have proposed a method for image registration through coherent pixel correspondence in 
this paper using probability and maximum likelihood. The experimental results have shown 
excellent results under very less computation time for maximum correspondence. The results 
also have been achieved for image pairs that has experienced translation and rotational 
movements for various parameters. The method has been tested on color images and could thus 
be generalized for any application.  
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