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ABSTRACT:  

Loan approval prediction is a crucial task in the banking sector that involves assessing the 
creditworthiness of a candidate based on historical data. The process of evaluating loan 
applications through manual methods has been known to be prone to errors and can be time-
consuming. This highlights the need for an automated system that utilizes machine learning 
algorithms to provide efficient and accurate loan approval predictions. The objective of this 
study is to develop a machine learning model using different classification algorithms to predict 
loan approval based on historical data of loan applicants. The study identifies relevant features 
for the prediction task by collecting, pre-processing, and analyzing the data. Three different 
classification algorithms are used to build the predictive models, and their performance is 
evaluated using cross-validation techniques. The study concludes that machine learning 
algorithms can significantly improve the loan approval prediction process in the banking 
sector.The Random Forest with Grid Search CV algorithm outperforms XGBoost and random 
forest algorithms used in this study in predicting loan approval, and the developed model can 
expedite the loan approval process and reduce errors.  

Keywords: Machine learning, Loan approval prediction, XGBoost, Random Forest, Grid 
Search CV, Cross-validation.  

1.INTRODUCTION:  

The banking sector is facing a challenge in managing the increasing number of loan 
applications due to digitization and online loan applications. Artificial intelligence (AI) has 
become a popular method for information analysis in various industries, including banking. AI 
algorithms can help banks in selecting deserving customers and minimize the chances of 
mistakes in the loan approval process. As loan approval is a significant source of profit for 
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banks, choosing the right customers is essential to avoid losses[1]. Automating the loan 
approval process can improve the efficiency of lending operations and lead to increased 
customer satisfaction and cost savings. To achieve these benefits, a robust loan prediction 
model is essential for accurately determining which loan applications to approve and which to 
reject, thus reducing the risk of loan default[2].The motivation behind this study is to develop 
a machine-learning model that can predict loan approval accurately and efficiently. Several 
studies have been conducted on loan approval prediction using machine learning algorithms. 
These studies have shown that machine learning algorithms can significantly improve the loan 
approval process's efficiency and accuracy. Various classification algorithms such as Decision 
Trees, Random Forest, and Logistic Regression have been used in these studies. This paper 
aims to explore various machine learning approaches that can accurately identify suitable loan 
candidates and assist banks in identifying potential loan defaulters, resulting in significantly 
reduced credit risk[3]. 

Problem Statement:  

Automating loan approval using machine learning to predict candidate safety and expedite the 
process for the benefit of both banks and loan candidates[4]. 
The paper is structured into several sections, each serving a distinct purpose in presenting the 
research in a clear and organized manner. The literature survey provides an overview of 
previous studies on loan approval prediction using machine learning algorithms and identifies 
gaps that the current study aims to fill. The method section outlines the data collection process, 
feature selection, and classification algorithms used for prediction. The results section presents 
the findings of the research, including accuracy and performance of different algorithms used. 
The discussions section analyzes the results and discusses their implications, highlighting the 
strengths and limitations.The conclusion summarizes the main findings and contributions, 
emphasizing the significance of the study for improving loan approval processes and future 
research.Finally, the references section lists all sources cited in the paper, grounding the 
research in existing literature and research on the topic.  
 
2.LITERATURE SURVEY:  

The evaluation of loan applicants' creditworthiness based on their historical data is a critical 
aspect of the banking industry. As the number of loan applications grows, manual methods of 
evaluating loan applications become ineffective and prone to errors. Therefore, there is a 
growing need to develop automated systems that use machine learning algorithms to provide 
accurate and efficient loan approval predictions. This literature review seeks to examine 
previous research on the use of machine learning algorithms for bank loan approval prediction. 
Several studies have been conducted on bank loan approval prediction using machine learning 
algorithms. 
L. Udaya Bhanu et al.[5], suggested automating the loan approval process based on customer 
details to save time for banks. They propose using a machine learning model to classify loan 
candidates and reduce credit risk. The goal is to predict loan approval using supervised learning 
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techniques, with random forest classification showing the best accuracy. The proposed 
application is effective and meets all requirements, with potential for integration into automated 
processing systems in the future. 
 According to Vishal Singh et al. [6], technology has significantly improved our quality of life, 
and this is particularly evident in the banking sector. Machine learning algorithms such as 
logistic regression, random forest classifier, and support vector machine classifier can be used 
to predict loan approval based on historical data. Given that loan recovery is crucial for a bank's 
profit and loss, various factors such as loan duration, amount, age, income, and credit history 
are taken into account when determining loan approval. 
Zoran Erieiz [7] conducted a study that utilized Decision Trees, Neural Networks, and Logistic 
Regression models to predict loan approval based on various factors such as income, 
employment history, credit score, and debt-to-income ratio. 
Ramachandra H V et al. [8], investigated the use of machine learning algorithms for loan 
approval prediction in their study. Specifically, they utilized Decision Trees and Logistic 
Regression models to predict loan approval based on factors such as age, income, loan amount, 
credit score, and loan duration. 
Bhoomi Patel et al.[9], conducted a study where they applied data mining methodology to 
predict the likelihood of default from a dataset that included information on home loan 
applications. The aim of their study was to help banks make better decisions in the future 
regarding loan approvals. 
Xin Li et al.[10], focused on the application of the LSTM-SVM model in user loan risk 
prediction. They discussed the current economic background and traditional risk forecasting 
methods before proposing a prediction methodology based on LSTM and SVM. 
Several authors contributed to build a machine learning model to predict approval of loans to 
customers using techniques such as Random Forest, Logistic Regression, XGBoost, Support 
Vector Machine, K-Nearest Neighbors, and Decision Trees[11-15]. These algorithms have 
shown promising results in predicting loan approvals, indicating the potential for automated 
loan processing systems. However, there is a need for further research to explore and compare 
the performance of different algorithms and their combinations to develop more accurate and 
reliable loan approval prediction models.  
3.METHOD:  

In this study, we explore the effectiveness of the random forest algorithm in combination with 
the grid search cross-validation technique to predict bank loan approval. The objective is to 
demonstrate how fine-tuning the hyperparameters of the random forest model through grid 
search CV can enhance its performance and reliability. The study's methodology is illustrated 
in Figure 1, which presents the architectural diagram of the proposed approach. The figure 
provides an overview of the data flow and the steps involved in building and evaluating the 
model. The results of the study indicate that the proposed approach can significantly improve 
loan approval prediction accuracy.  
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The method section of the study comprises four main steps. Firstly, data set collection and pre-
processing, which involves collecting relevant data and preparing it for analysis. The second 
step is feature selection, in which the researchers select the appropriate variables to be included 
in the model. The third step involves model building and hyper parameter tuning to optimize 
its performance. Finally, the model is trained and evaluated in the fourth step. 

 

                           FIGURE 1: ARCHITECTURE DIAGRAM  

 
1.Data set collection and pre-processing:  

The study shows that combining Random Forest with Grid Search CV can result in a highly 
optimized and robust model. The study utilized a publicly available dataset from Kaggle 
comprising 614 instances and 13 features. The target variable is the loan status, indicating 
approval or rejection. The dataset was analyzed in Jupyter Notebook using pandas, NumPy, 
matplotlib, and sci-kit-learn libraries. The 13 features analyzed in the study are shown in figure 
2.  

         
Figure 2:Data Describtion 
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The study identified outliers in some numerical columns using box plots and scatterplots. 
Missing values in these numerical columns were replaced with the median value to prevent 
adverse effects on the model's performance. For categorical columns, missing values were 
filled using the mode. Categorical variables were encoded using label encoder to represent 
them as numerical values for the model training.  
2.Feature selection:  

In this study, SelectKBest[16] was used as the feature selection technique, which selects the 
top K features based on a given scoring function. The f_regression scoring function was used 
in this study, which calculates the F-value between each feature and the target variable. The 
SelectKBest method was applied with k=3 to select the top three important features. The 
features selected by this method were then used for model building and evaluation.  
  

 

             FIGURE 3: HEAT MAP 
The Figure 3 shows that the selected features ('married', 'education', and 'credit_history') had 
weak pairwise correlations with coefficients ranging from -0.074 to 0.012. This suggests that 
using all three features together may lead to better performance in predicting the target variable 
y.  

3.Model building and Hyper parameter tuning:  

In this study, the Random Forest algorithm with Grid Search CV was utilized to predict bank 
loan approval. The impact of hyperparameter tuning on model performance was evaluated, and 
the results showed that combining Random Forest with Grid Search CV can result in a highly 
optimized and robust model.  
4.Model Training and Evaluation:  

During the model training phase, the dataset was split into a training set and a testing set.The 
training set was used to train the Random Forest model with the selected hyperparameters using 
Grid Search CV.The testing set was then used to evaluate the model's performance. The 
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accuracy, precision, recall, F1 score, and sensitivity were used as performance metrics to 
evaluate the model's performance on the testing set.  
Classification Algorithms:  

Random forest:  

Random forest is a machine learning algorithm that combines multiple decision trees to 
improve the accuracy and robustness of the model[17].  
XG Boost:  

XGBoost is a gradient boosting machine learning algorithm that uses an ensemble of decision 
tree models to improve the predictive performance of the model[18].  

4.RESULTS:  

Our study found that Random Forest outperforms XGBoost in predicting bank loan approvals 
with an accuracy of 0.7888 compared to 0.7777. Fine-tuning the hyperparameters of Random 
Forest using Grid Search CV significantly improves accuracy to 0.8111. Table 1 shows a table 
comparing the accuracy, Precision, F1-score, Recall, and Sensitivity of the three algorithms - 
XGBoost, Random Forest, and Random Forest with Grid Search CV.  

 

Table 1: Comparison of Model Performance Metrics 
 
Figure 4 shows that Random Forest with Grid Search CV has the highest accuracy among the 
three algorithms. These findings highlight the importance of hyperparameter tuning in 
improving machine learning model performance.  

 



LOAN APPROVAL PREDICTION USING MACHINE LEARNING 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      4337 
 
 
 

             Figure 4: Comparison of the accuracies  

 
             Figure 5: Comparison of Performance Metrics   

Figure 5 represents a line graph comparing the Precision, F1-score, Recall, and Sensitivity of 
the three algorithms. The graph demonstrates that the Random Forest model with Grid Search 
CV outperforms the other two algorithms in terms of F1-score, Recall, and Sensitivity. This 
provides further evidence of the effectiveness of hyperparameter tuning using Grid Search CV 
in enhancing the performance of the Random Forest model.  
5.DISCUSSIONS:  

Grid search offers an automated and systematic approach to hyperparameter tuning, which can 
significantly enhance the model's performance. In contrast, manual tuning can be a tedious and 
time-consuming process that may result in suboptimal model performance. Our study 
demonstrated that implementing grid search for tuning hyperparameters in a random forest 
model increased accuracy from 0.7888 to 0.8111. This improvement was achieved by 
systematically exploring a range of hyperparameters and selecting the optimal set that 
maximized accuracy. Grid search is advantageous over manual tuning as it can search through 
all possible combinations of hyperparameters in a systematic manner, leading to better 
accuracy. Additionally, grid search can be easily parallelized, allowing for faster optimization 
of hyperparameters. In conclusion, employing grid search for hyperparameter tuning in 
machine learning models is a preferable approach as it provides a more efficient and systematic 
way of optimizing model performance. One limitation of using Grid Search CV for 
hyperparameter tuning is that it can be computationally expensive, especially when dealing 
with a large number of hyperparameters or when using a large dataset. In such cases, a 
Randomized Search CV can be a more efficient alternative as it searches only a subset of the 
hyperparameters randomly.  
6.CONCLUSION:  
The study developed a machine learning model for loan approval prediction using historical 
applicant data. The Random Forest algorithm with Grid Search CV achieved the highest 
accuracy of 0.8111. The study identified marital status, education, and credit history as 
important predictors of loan approval using the SelectKBest method. These features can be 
used to streamline the loan approval process and reduce evaluation time and effort in the 
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banking sector. The study highlights the potential of machine learning algorithms to automate 
and improve the loan approval prediction process. Future research can focus on adding 
additional data columns and developing explainable and interpretable machine-learning models 
for loan approval prediction.  
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