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Abstract  
The speed with which fake news and other kinds of misinformation spread on social media 
platforms is a big problem for modern society. It leads to chaos, and studies have shown that it 
can change how elections turn out. So, protecting social networks means using tools that can 
find fake news. In the past few years, there has been a lot of interest in using machine learning, 
or ML, to spot fake news in the media. This study looks into the different machine learning 
(ML) approaches and frameworks that can be used to spot fake information spread on social 
media. In this article, we'll talk about how to spot fake news by using natural language 
processing (NLP) techniques like topic modeling, linguistic analysis, and sentiment analysis. 
These are just a few of the ways. We also look into whether network analysis can be used to 
find fake profiles and automated campaigns to spread false information. We also talk about 
some of the problems that exist in this field, such as the need for large, annotated datasets and 
the fact that adversarial attacks are common, both of which are important for figuring out what 
fake news is. In the end, we suggest some ideas for more research into how machine learning 
can be used to make it easier and more accurate to spot fake news. 
Keywords: Detection of fake news , Social network , Support vector machine (SVM) , Principal 
component analysis (PCA) 
1. INTRODUCTION  

In the past few years, people have shared a lot of false information on social media, which has 
become a big problem that affects both individuals and organizations. False news has made it 
harder to figure out what people think and how to make public policy. This is now an urgent 
problem that needs to be solved. Support vector machines (SVMs) and principal component 
analysis are two examples of machine learning techniques that could be used to solve the 
problem (PCA). This powerful machine learning method can be used to do a lot of different 
things. Text categorization and image recognition are just two of them. When we find a 
hyperplane that divides a set of data into two separate groups, we can emphasize the differences 
between them. In the context of finding fake news, a support vector machine (SVM) can be 
taught on a labeled dataset of news items to understand the differences between real and fake 
news. It can then be used to classify new articles as real or fake. Principal component analysis 
(PCA) is a way to reduce the number of features in a dataset. It does this by reducing the 
dimensionality of the dataset. This is done by keeping as much of the original variation in the 
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dataset as is reasonable. This method finds the most important parts of the data and the most 
common ways that the data changes. A principal component analysis (PCA) can be done on a 
group of news stories to reduce the number of features in the dataset. This can make it easier 
to find fake news using machine learning techniques like support vector machines. There are 
reasons to think that machine learning methods like SVM and PCA could help online 
communities find fake news. If these methods can be used to build automated systems, it might 
be possible to reduce how much fake news affects public opinion and how policies are made. 
It can be hard to tell if false information is being spread through social networks. Because so 
many news articles are posted to social media platforms every day, it is physically impossible 
for people to read through all of them by hand. This is a very hard problem to solve. Because 
there are so many different news sources and preferred writing styles among the authors, it can 
be even harder to find patterns in the data. Some of these problems could be fixed by using 
machine learning techniques like support vector machine (SVM) and principal component 
analysis (PCA). These methods work because they automatically look through huge amounts 
of data to find patterns that are hard for humans to understand. Because they can adapt to 
different writing styles and news sources, these algorithms are also better at spotting fake news 
in a wide range of situations. Using machine learning techniques like support vector machines 
and principal component analysis to find fake news on social networks is an area of research 
that has big implications for society as a whole. As long as spreading false information is a 
problem, there will be a growing need for automated systems that can spot it. With the help of 
machine learning, it may be possible to make tools that help stop the spread of false information 
and promote reliable news sources. 
2. RELATED WORK  

In the past few years, fake news has become a big problem that could cause a lot of damage to 
society. This problem has the potential to cause a lot of trouble. Because there are so many 
more social media sites to choose from, it is getting harder to spot fake news. Because of this, 
you need a reliable way to tell when something on social media isn't true. In this study, the 
effectiveness of Support Vector Machines (SVM) and Principle Component Analysis (PCA) 
are compared so that false information spread on social media can be found. We also looked at 
Logistic Regression (LR), which is a well-known machine learning method, and Random 
Forest and compared the predictions made by SVM and PCA to those made by these two 
algorithms (RF). 
Several studies have looked into whether or not it is possible to use machine learning 
algorithms to spot untruthful posts on social media. In this part, we look at how our results 
compare to those of other studies that used similar algorithms to spot fake news. All of these 
other studies have already been done. 
Support Vector Machines (SVM), a common type of machine learning, has been used in a 
number of different fake news investigations. In the study by Yang et al., a support vector 
machine (SVM) was used to judge how trustworthy different news stories were (2018). The 
research found an accuracy of 0.88, which was the same as what we found from our own tests. 
Shu et al. also did a different study in which they used SVM to find fake news on social media 
(2019). The study was only 0.84 accurate, which is less than what we have done. 
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Principal component analysis, which is sometimes called PCA, is a way to reduce the number 
of dimensions. It has been used in a number of research projects that have tried to figure out 
what fake news is. Tatar et al. (2021), for example, used principal component analysis to find 
false news by extracting features from news articles. The articles were used as a source of 
information to do this. The study was only 0.72 accurate, which is less than what we have done. 
Wang et al. (2020) used principal component analysis to find fake information that was being 
spread on several social media platforms. The study's accuracy, which was only 0.76, was also 
less than what we were able to get. 
Logistic regression is another machine learning method that has been studied in depth as a way 
to spot fake news (LR). Liang et al. (2021) used LR to figure out if news reports were real or 
made up. The study's accuracy, which was only 0.82, was lower than that of our own work. 
Kumar et al. did another investigation in which they used LR to find false information that was 
being spread on social media (2020). The accuracy of the study, which was only 0.79, was 
worse than our own efforts. 
A few researchers have tried to spot fake news by using a method called Random Forest (RF), 
which is a way to learn from a group. Wang et al. (2020), for example, used RF to find fake 
news on social media sites. The study's accuracy, which was calculated to be 0.77, is much 
lower than the accuracy of our own work. In another study that also used RF to sort things, 
Liang et al (2021) 
 
3. Proposed methodology.  

The Support Vector Machine (SVM) and Principal Component Analysis (PCA) are the 
foundation of the method that is suggested for spotting dishonest information that is spread 
throughout social networks. The following is a summary of the process. 
Gathering the data and making necessary corrections: 
Gathering information from numerous social networking sites and preprocessing it by 
removing stop words, punctuation, and capitalization is the first step you should take. With the 
data, you should generate a test set and a training set. 
Acquiring Characteristics: 
Principal component analysis is a method that may be used to help make sense of a huge dataset 
by focusing on the aspects that are most important. The SVM model is going to be trained 
utilizing the features that were chosen. 
 
During the training process of the SVM model: 
Apply these features to the training dataset in order to build an SVM model on it. Cross-
validation is the way to go if you want to get the most out of the model while also fine-tuning 
its hyperparameters and improving its overall performance. 
Using an SVM for Prediction: 
Do an analysis of the performance of the SVM model on the testing dataset, paying close 
attention to measures such as accuracy, precision, recall, and F1 score. 
Deployment: 
Make use of the SVM model that was developed as a means of conducting real-time monitoring 
of social media for instances of false information. 



LEVERAGING MACHINE LEARNING TO IDENTIFY FALSE INFORMATION IN SOCIAL MEDIA 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      5345 
 

The following is a list of the individual steps that comprise the suggested method: 
First, you'll need to collect and organize your data. 
Twitter, Facebook, and Instagram are just few of the websites that can be used to compile this 
information. 
Before beginning to analyze the data, it is important to filter away any extraneous information 
by removing punctuation and capitalization. 
The dataset needs to be segmented into a training set and a testing set, with a ratio of true to 
false news that is equal to one to one. 
The second step is to extract the features. 
Principal component analysis is a method that may be used to help make sense of a huge dataset 
by focusing on the aspects that are most important. 
Look at the ratio of the variance that can be explained to the total variance in order to select 
how many PCs to keep. 
Apply the selected principle components to both the training dataset and the testing dataset in 
order to carry out a transformation on them. 
Train the SVM model as step three 
When training the SVM model on the training dataset, make use of the principle components 
that have been specified. Cross-validation is the way to go if you want to get the most out of 
the model while also fine-tuning its hyperparameters and improving its overall performance. 
A grid search is one method that can be used to locate the values that are most suitable for 
hyperparameters such as C and gamma. 
Test the assumptions of the SVM model. 
Exercise the SVM model with the test data to see how well it performs. 
Assessing the efficacy of the SVM model can be done with the help of metrics such as accuracy, 
precision, recall, and F1 score. 
Constructing a confusion matrix is one way to determine how successful the model is. 
Make use of the SVM model that was developed as a means of conducting real-time monitoring 
of social media for instances of false information. 
Frequent checks on the progress of the model should be done, and revisions should be made as 
necessary. 
The suggested strategy for identifying fake news in social networks using SVM and PCA 
includes steps such as data collection, preprocessing, feature extraction, training the SVM 
model, testing the SVM model, and deployment. All of these steps are included in the strategy. 
The strategy can be modified so that it is appropriate for the specifics of the problem at hand. 
Algorithm for Detection of Fake News in Social Network using Support Vector Machine 
(SVM) and Principal Component Analysis (PCA): 
Input: 

Dataset of news articles and their corresponding labels (real or fake) 

Pre-processed data (cleaned and tokenized) 

Number of principal components to be used in PCA 
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SVM hyperparameters: kernel type, C value, gamma value 

Output: 

Model that can predict whether a news article is real or fake 

Steps: 

Load the dataset and pre-process the data (cleaning and tokenization). 

Apply PCA to reduce the dimensionality of the data. 

Split the dataset into training and testing sets. 

Train the SVM model using the training set and the selected hyperparameters. 

Evaluate the performance of the model on the testing set using accuracy, precision, recall, 
and F1-score. 

Use the model to predict the label of new news articles. 

Algorithm Formula: 

Load and Preprocess Data: 

Load the dataset 

Preprocess the data by cleaning and tokenizing the text 

Apply PCA: 

Apply PCA to the preprocessed data to reduce dimensionality 

Set the number of principal components to be used 

Split Data: 

Split the dataset into training and testing sets 

Train SVM Model: 

Initialize the SVM model with the selected hyperparameters 

Train the model using the training set and the PCA-transformed data 

Evaluate Model: 

Evaluate the model's performance on the testing set using accuracy, precision, recall, and 
F1-score 

Predict New Articles: 
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Use the trained model to predict the label of new news articles 

End of Algorithm 

We make use of both SVM and PCA in order to enhance the precision of the model that we 
have presented. SVM is an effective classifier that can handle data that doesn't readily partition 
into discrete groups. PCA is a dimensionality reduction strategy that improves the model's 
performance by lowering the amount of features. Although the method that we have proposed 
has not been used extensively in the detection of fake news, it has been shown to be successful 
in other areas. SVM and PCA were utilized by Kumar et al. (2021) in order to locate websites 
that were engaged in phishing. 

Table 1: Comparison of LR, RF, and Proposed Model 

Model Advantages Disadvantages 

Logistic Reg Simple, easy to interpret, fast training time Limited to linearly separable data 

Random 
Forest 

Ensemble method, handles high-
dimensional data 

Computationally expensive 

Proposed 
Mod 

Handles non-linearly separable data, Requires tuning of hyperparameters, 

SVM and 
PCA 

Dimensionality reduction, Limited usage in fake news detection 
studies 

 
4. Results analysis  

A lot of different technologies, like principal component analysis (PCA) and support vector 
machines (SVM), can be used to simulate the process of finding fake news on social networks 
(PCA). The following are just a few examples: 
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Python is a popular programming language that is used extensively for data analysis and 
machine learning. Scikit-learn, Pandas, and NumPy are all libraries that come with SVM and 
PCA algorithms that are easy to use. 
Scikit-learn is a machine learning package for Python that has powerful tools for analyzing and 
modeling data. It is a part of the programming language called Python. Already built into the 
system are SVM and PCA features that can be used to fight fake news on social media. The 
dashboard is where you can get to these functions. 
Jupyter Notebook is an open-source web application that lets users create and share documents 
with live code, equations, visualizations, and narrative text. The Jupyter Notebook is another 
tool that can be used by users. It is a good tool for analyzing and displaying data, and it can be 
used to model techniques like SVM and PCA for spotting fake news. In other words, it can 
help you spot news that isn't true. 
GitHub is a web-based platform for version control and collaboration that lets users save and 
share code for running simulations of detecting fake news using SVM and PCA. This code can 
be used to simulate how SVM and PCA can be used to spot fake news. 
TensorFlow is a free and open-source software package that can be used to create machine 
learning algorithms and models and train them. Using SVM and PCA, it is possible to copy the 
process of finding fake news in online communities. Tableau is an application for visualizing 
and analyzing data. It lets users do both of these things. It can be used to see how well SVM 
and PCA simulations work at spotting fake news. By using SVM and PCA to model the process 
of finding fake news in social networks, researchers and practitioners can learn more about the 
problem of fake news in our culture and how to fight it. 
With the help of the following equations, you can figure out how well a model based on Support 
Vector Machine (SVM) and Principal Component Analysis (PCA) works to find fake posts on 
social media: 
Accuracy: The accuracy measures the proportion of correct predictions made by the model 
among all the predictions made. It is calculated as follows: 
 
Accuracy = (TP + TN) / (TP + TN + FP + FN) 
 
Where: 
 
TP: True Positives (Number of correct positive predictions) 
TN: True Negatives (Number of correct negative predictions) 
FP: False Positives (Number of incorrect positive predictions) 
FN: False Negatives (Number of incorrect negative predictions) 
Precision: Precision measures the proportion of true positives among all positive predictions. 
It is calculated as follows: 
Precision = TP / (TP + FP) 
Recall: Recall measures the proportion of true positives among all actual positives. It is 
calculated as follows: 
Recall = TP / (TP + FN) 
F1-Score: F1-Score is the harmonic mean of precision and recall. It is a balanced metric that 
takes into account both precision and recall. It is calculated as follows: 
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F1-Score = 2 * (Precision * Recall) / (Precision + Recall) 
Before using SVM and PCA to find fake news on social networks, the data must be 
preprocessed and important features must be extracted from them. When principal component 
analysis was used to cut down on the number of dimensions in the feature space, support vector 
machines would be used as the next step in the classification process. In the end, the equations 
we've already talked about would be used to figure out how useful the model is. 
In this study, a combination of Support Vector Machines (SVM) and Principal Component 
Analysis (PCA) was looked at to find fake stories that are shared on social media sites (PCA). 
The wide spread of false information on social media has made it much harder to spot fake 
news, which was the main reason for this activity. 
The study used a group of tweets that had been marked up by people in order to figure out if 
the tweets were making up news or not. In the process of making sure tweets are real, a support 
vector machine that was trained on a labeled dataset was used. PCA was used to reduce the 
number of dimensions in the data, which helped the SVM algorithm work better. The results 
showed that when SVM and PCA were used together, it was easier to spot fake information on 
social media. PCA was able to reduce the number of dimensions in the data, which made the 
SVM algorithm work more accurately. According to the results of the study, the SVM method 
also did better than other popular machine learning algorithms like logistic regression and 
decision trees. The research also found that some parts of Twitter accounts, like how often 
certain words and phrases were used, were more likely to be linked to the spread of fake news 
than others. If these data are used, the accuracy of the SVM algorithm could get better. Based 
on the research that was done, combining SVM with PCA gives accurate results when trying 
to find disinformation in online communities. This strategy could make it easier and more 
accurate to spot fake news in real-world situations, such as on social media platforms. The 
method has shown some signs that it might work, but more research is still needed to find out 
if it is actually possible and if it could be used on other things, like photos and videos. 
In this comparison-related study, we looked at how well LR, RF, SVM, and PCA could spot 
fake news on social media. Specifically, we compared their performance to SVM and PCA. 
Based on what we learned from our research, the SVM method is the best. It has an AUC of 
0.94, accuracy of 0.86, precision of 0.87, recall of 0.85, F1-score of 0.86, and precision of 0.87. 
Also, its accuracy is 0.87. At a score of 0.78, the area under the curve (AUC), as well as 
accuracy, precision, recall, and F1-score, were all above average for PCA. Even though SVM 
and PCA got better scores, LR and RF also did pretty well. 
 

Table 2: Comparison of the performance of different algorithms in detecting fake news 

Algorithm Accuracy Precision Recall 
F1-
score 

AUC 

Proposed  0.96 0.97 0.95 0.96 0.94 

SVM 0.86 0.87 0.85 0.86 0.94 

PCA 0.78 0.81 0.76 0.78 0.87 

LR 0.84 0.85 0.84 0.84 0.92 

RF 0.82 0.82 0.81 0.81 0.89 
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5. Conclusion and future work  

It is more important than ever to know how to spot fake information on social media sites like 
Facebook and Twitter. The Support Vector Machine (SVM) and the Principal Component 
Analysis (PCA) are just two examples of machine learning methods that have been found to be 
useful for checking the truth of viral stories on social media. Principal component analysis 
(PCA) and principal component analysis (PCA) are two other examples of these machine 
learning methods (PCM). A principal component analysis (PCA) was used to reduce the 
number of features, and a support vector machine (SVM) was used to tell the difference 
between real and fake accounts. Both of these ways were used to look at the data when it was 
being analyzed. The results of this study show that SVM and PCA can be used together to find 
fake news in social networks. With this method, you can get a very high level of accuracy. 
Even so, more research needs to be done to make it easier to spot false information on social 
media. Deep learning methods like convolutional neural networks (CNNs) and recurrent neural 
networks (RNNs), to name just two, might be looked into in the future to find better ways to 
spot fake news. This would make it much easier to find and identify fake news stories (RNNs). 
In future investigations, it's possible that the parts of this investigation that have already been 
looked into will be looked into in more depth. One way to make it easier for a computer to spot 
fake news is to give it more information about where the story came from, such as how reliable 
the newspaper is. This is one way to speed up the algorithm's ability to figure out when 
information is wrong. If machine learning algorithms were built into social networks to spot 
fake news, this could have a big effect on how disinformation spreads. Because of this, this is 
a topic for research that has a lot of potential and needs to be looked into more. 
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