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Abstract: The present volatility of the stock markets makes forecasting stock trends extremely 
challenging owing to several socio economic and political factors other than market trends. 
While machine learning models can be used to perform regression analysis based on historical 
numerical data trends, it becomes extremely challenging to incorporate the variabilities which 
are non-numeric in nature. Some of the factors which govern the rise and fall of stock prices 
are socio economic conditions, trade wars, current pandemic situation and global market 
slowdown, reliability of a company among others. Hence, one of the most effective ways to 
incorporate these trends is analyzing public trends pertaining to the same. While public 
sentiments may not always be coherent to prevailing market trends, yet they often portray the 
existential trends in the market and opinions of the public regarding potential purchases of 
stocks of a particular company in a given time period. This paper presents an approach which 
is an amalgamation of deep nets with attention and opinion mining for forecasting stock trends. 
The attention vector employed as an additional input computed on the moving average allows 
for current trend analysis along with opinion mining from public datasets encompassing both 
numeric data trends and non-numeric data parameters. The performance of the proposed system 
has been evaluated in terms of the error rates, regression and accuracy of forecasting for the 
system. Experimental analysis on benchmark S&P datasets show that the proposed approach 
outperforms baseline techniques in terms of accuracy of forecasting and regression. 
Keywords: Stock Market Forecasting, Deep Nets, Attention Vector, Opinion Mining, , 
Regression, Forecasting Accuracy 
 
1. INTRODUCTION 
Financial assessment and investing depend critically on stock market trend analysis. While 
stock market trend analysis is a time series regression problem, what makes it extremely 
complicated is the dependence on several non-numeric parameters such as socio economic 
conditions, political conditions of a country, political stability, financial crisis and trade wars, 
global slowdown and public sentiments pertaining to a company etc [1]. This leads to 
variabilities in the stock trends often exhibiting non-coherent patterns with respect to historical 
data [2]. 
Economic conditions can have a significant impact on stock trends. For example, during a 
recession, stock prices tend to decline as investors become more risk-averse. Conversely, 
during periods of economic growth, stock prices tend to rise as investors become more 
optimistic about the future [3]. Political factors can also impact stock trends. For example, 
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changes in government policies, such as tax rates or regulations, can affect the performance of 
specific sectors of the economy and, in turn, impact stock prices [4]. The performance of 
individual companies can also impact stock trends. Positive news, such as strong earnings 
reports or new product launches, can cause a stock to rise, while negative news, such as a 
product recall or a decline in earnings, can cause a stock to fall [5]. Market sentiment, or the 
overall mood of investors, can also impact stock trends. If investors are optimistic about the 
future, they may be more willing to invest in stocks, driving up prices [6]. Conversely, if 
investors are pessimistic, they may be more likely to sell their stocks, leading to a decline in 
prices. Global events, such as natural disasters, geopolitical tensions, or pandemics, can also 
impact stock trends [7]. These events can create uncertainty in the markets and cause investors 
to become more risk-averse and hence it is essential to note that stock trends are inherently 
variable and can be influenced by a wide range of factors [8]. It's also worth mentioning that 
past performance does not guarantee future results, so investors should exercise caution when 
making investment decisions based on historical stock trends [9]. The variabilities in stock 
trends are influenced by a variety of factors, including economic conditions, political factors, 
company performance, market sentiment, and global events [10]. While several approaches 
have been developed to predict stock market trends, yet it is often challenging to incorporate 
the non- numeric global influencing factors as a feature for stock trend analysis. One of the 
approaches which has been proven to be effective in incorporating global influencing factors 
along with public sentiments is using opinion mining and sentiment analysis for garnering non-
numeric data as an exogenous input in addition to historical numeric data trends [11]. Various 
trend analysis techniques try to estimate the movement of stock trends based on the variables 
of influence. Fundamental analysis methods involve studying the financial and economic 
factors that affect a company's stock price. This includes analyzing the company's financial 
statements, such as balance sheets, income statements, and cash flow statements [12]. 
Additionally, fundamental analysts consider macroeconomic factors such as interest rates, 
inflation, and GDP growth rates. The goal of fundamental analysis is to identify companies that 
are undervalued or overvalued based on their financial and economic metrics [13]. Technical 
analysis, on the other hand, involves analyzing past market data, such as stock prices and 
trading volumes, to identify patterns that can be used to predict future stock price movements 
[14]. Technical analysts use various tools, such as charts and technical indicators, to analyze 
market data and identify trends and patterns. The goal of technical analysis is to identify trends 
in the market and use them to predict future price movements [15]. Some noteworthy 
contribution in the field has been presented subsequently to analyze latest trends in data. Ren 
et al. [16] proposed a sentiment analysis based method along with support vector machine 
(SVM) for stock market forecasting. Polarities of sentiments along with historical data trends 
have been used to train the SVM regression model. Singh et al. in [17] presented two hybrid 
models comprising of the SVM-KNN (K-nearest neighbor) and Support Vector Regression 
(SVR), Artificial Neural Network (ANN) models for stock market trend analysis. The approach 
shows superior performance compared to the individual models. Gers et al. in [18] proposed a 
cascaded LSTM model for stock market forecasting, The two LSTM models were shown to 
have a domino effect with one of the modules predominantly avoiding over fitting and the other 
predominantly recognizing patterns and forecasting values. 
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2. DATA PRE-PROCESSING AND FEATURE EXTRACTION. 
The objectives of the proposed methodology are addressing two fundamental challenges [19]: 
1) Offsetting effects of noise and disturbances inherent to stock. 
2) Employing a training algorithm which can render high prediction accuracy for multiple 

benchmark datasets. 
3) Leveraging public sentiments [20]. 
 
2.1. Leveraging Sentiment Analysis 
The stock markets seem to have a clear reliance on public sentiments. However, public 
sentiments are often extremely value and random in nature. Quantifying public sentiments is 
also challenging, in this approach, the opinions of public pertaining to the stock market are 
gathered from twitter and subsequent quantified as: 
+1: Positive Sentiment 
-1: Negative Sentiment 
0: Neutral Sentiment 
  
One of the major challenges in sentiment analysis is the contextual analysis of data. The 
different aspects are discussed subsequently [21]. 
Contextual Analysis 
It is often difficult to estimate the context in which the statements are made. Words in textual 
data such as tweets can be used in different contexts leading to completely divergent meanings 
[22] Frequency Analysis 
Often words in textual data (for example tweets) are repeated such as ##I feel so happy today!! 
In this case, the repetition of the word is used to emphasize upon the importance of the word. 
In other words, it increases to its weight. However, such rules are not explicit and do not follow 
any regular mathematical formulation because of which it is often difficult to get to the actuality 
of the tweet [23] 
Converting textual data into numerically weighted data 
The biggest challenge in using an ANN based classifier is the fact that the any ANN structure 
with a training algorithm doesn’t work upon textual data directly to find some pattern. It needs 
to be fed with numerical substitutes. Hence it becomes mandatory to replace the textual 
information with numerical information so as to facilitate the learning process of the neural 
network [24]. 
the machine or artificial intelligence system requires training for the given categories [25]. 
Subsequently, the neural network model needs to act as an effective classifier. The major 
challenges here the fact that sentiment relevant data vary significantly in their parameter values 
due to the fact that the parameters for each building is different and hence it becomes extremely 
difficult for the designed neural network to find a relation among such highly fluctuating 
parameters. Generally, the Artificial Neural Networks model’s accuracy depends on the 
training phase to solve new problems, since the Artificial Neural Networks is an information 
processing paradigm that learns from its environment to adjust its weights through an iterative 
process [26]. 
Deep learning models do have the capability to extract meaning form large and verbose datasets 
by finding patterns between the inputs and targets. Since neural nets directly process numeric 
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data sets, the processing of data is done prior to training a neural network. The texts are first 
split into training and testing data samples in the ratio of 70:30 for training and testing. Further, 
a data vector containing known and commonly repeated spam and ham words is prepared. The 
SMS spam collection v.1 dataset is used as a dataset for the proposed work. Text normalization 
is followed by removal of special characters and punctuation marks. Subsequently the data set 
structuring and preparation is performed based on the feature selection. The proposed approach 
is mathematically modeled as: 
The prepared data vector for training is used for training wherein the weights are initialized 
randomly. A stepwise implementation is done as: 
1. Prepare two arrays, one is input and hidden unit and the second is output unit. 
Here, a two dimensional array 𝑊ij is used as the weight updating vector and output is a one 
dimensional array Yi [27] 
3. Original weights are random values put inside the arrays after that the output. 
 

  
 
Where, 
yi is the activity level of the jth unit in the previous layer and 

𝑊ij is the weight of the connection between the ith and the jth unit. 
3. Next, activation is invoked by the sigmoid function applied to the total weighted input. 

  
Summing all the output units have been determined, the network calculates the error (E). 

 
Where, yi is the event level of the jth unit in the top layer and di is the preferred output of the 
ji unit. Calculation of error for the back propagation algorithm is as follows [28]: 
Error Derivative (𝐸𝐴j) is the modification among the real and desired target: 

 
Here, 
E represents the error 
y represents the Target vector 
d represents the predicted output 

 
Error Variations is total input received by an output changed given by: 

  
Here, 
E is the error vector 
X is the input vector for training the neural network 
In Error Fluctuations calculation connection into output unit is computed as: 
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Here,  
W represents the weights 
I represents the Identity matrix 
I and j represent the two dimensional weight vector indices Overall Influence of the error: 

 
   

The partial derivative of the Error with respect to the weight represents the error swing for the 
system while training. The gradient is considered as the objective function to be reduced in 
each iteration. A probabilistic classification using the Bayes theorem of conditional probability 
is given by: 

 
  

Posterior Probability [P (H/X)] is the probability of occurrence of event H when X has already 
occurred 
Prior Probability [P (H)] is the individual probability of event H X is termed as the topple and 
H is termed as the hypothesis. 
Here, [P (H/X)] denotes the probability of occurrence of event X when H has already occurred. 
  
Subsequently, the wavelet transform is used on previous stock values to filter out local noise 
baseline. The wavelet transform can be thought of as a combination of high pass and low pass 
filtering techniques. 
  

 
 
Here, Here, 
𝐷𝑊𝑇represents the discrete wavelet transform operator. 
𝑍LPFare the low pass filtered co-efficient values. 
𝑍HPFare the high pass filtered co-efficient values. [29]. 
 
Typically, the high pass co-efficient values contain the fluctuations and the low pass 
components contain the original information of the image [30]. The decomposition of the 
images using wavelet transform can be done as a decomposition tree in which each 
decomposition level would yield the approximate co-efficient values, the detailed co-efficient 
values, the horizontal co-efficient values and the vertical co-efficient values [31]. Thus the 
image in the spatial domain would be converted to the wavelet domain co-efficient as : 
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Here, 

   
𝐶A represents the approximate co-efficient values. 
𝐶D represents the detailed co-efficient values. 
𝐶V represents the vertical co-efficient values. 
𝐶H represents the horizontal co-efficient values. 
𝐷𝑊𝑇2represents the discrete wavelet transform on two dimensional image data. 
 
3. TRAINING ALGORITHM 
The DWT is used to filter the raw data, subsequent to which the back propagation based GDM 
algorithm is used for pattern recognition and forecasting. The data features used in this study 
are date, previous day closing price, present day opening price, volume (swing), highest and 
lowest price of the day [32]. The training algorithm employed here is the back propagation-
gradient descent. Following a standard convention, 70% of the data is utilized for training the 
neural network and 30% is used for testing. 
 
In the proposed training algorithm, a gradient descent with mount factor has been employed to 
design an ensemble approach [33]. The momentum based approach take in into account the 
fact that often the condition to attain minima is not reached in optimal number of steps due to 
the fowling reasons [34]: 
1) Oscillations in the cost function leading to surpassing the convergence plane. 
2) Lack of monotonicty in the cost function resulting to non-convergence. 
 
The above constraints are addressed in the momentum based gradient descent where a 
momentum term plays the role of inertia factor reducing the acceleration along y-axis to impart 
higher acceleration along an orthogonal axis so as to reach convergence faster. This is depicted 
in figure 1. 
  

 
Figure 1. Depicting the oscillations based cost function The acceleration of the cost function 

can be expressed as: 
  
 
Here, 
  



FORECASTING STOCK MARKET PRICES EMPLOYING OPINION MINING AND DEEP NETS WITH ATTENTION. 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      5462 
 

  
𝑐𝑜𝑠𝑡acceleration is the overall cost function’s acceleration. 
𝑥a corresponds to the acceleration along one direction. 
𝑥b corresponds to acceleration along the orthogonal direction. 
 
By reducing the sudden acceleration along direction ‘a’, the acceleration along the orthogonal 
direction can be increased which would result in faster convergence. Thus for each iteration 
‘k’, the weight vector would be updated as a scaled version of the weights as [35]: 
 
 Here, 
  

  
𝑣a represents the learning velocity along ‘a’. 
𝑚 represents the momentum factor 
𝑤 represents the weights. 
𝜕𝑤 represents the differential weights 
 
The training algorithm can be expressed as:. 
The training algorithm adopted in this work is given by: 
Step.1: Initialize weights (𝑤) randomly. 
Step.2: Fix the maximum number of iterations (𝑛) 
Step.3: Update weights using gradient descent with an aim to minimize the objective function 
J given by: 
  

 
Step.4: Compute the Jacobian Matrix 𝑱given by: 
 

 
Here, 
The error 𝑒 is computed as: 

 
Step.5: Iterate steps (1-4) till the cost function 𝐽 stabilize or the maximum number of iterations 
set in step 2 is reached, whichever occurs earlier. 
Step.6: The weight updating rule for the Bayesian Regularization algorithm is given by: 
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Here, 
I is an identity matrix, 
Wk is weight for iteration k, 
Wk+1 is the weight for iteration k+1 
ek is the error for iteration k, 

  
μ is the amount by which weight changes in each iteration 
 
  
Generally, the gradient is the rate of change of error w.r.t. weights given by: 

 
The second order gradients generally comprise the Jacobian matrix. The simple gradient is 
actually a function of time or iteration. As data is fed to a neural network for pattern 
recognition, the weights keep updating. However, it has been found that in case of time series 
problems, the latest data sample have the maximum impact on the latest output. Hence it is 
logical to calculate a moving average of latest (previous) data and apply it to the neural network 
[36]. This is also called a moving average. Mathematically, 
Here, 
  

  
𝐼kis the kth input sample to the neural network 
𝑋1,k are the data samples from the first to the kth sample 
𝑀𝑒𝑎(𝑋)k,k–nis the mean of the data samples from k-n to k, i.e. it is a moving average 
depending on the value of k 
𝑌kis the target 
 
Thus a moving average of the 𝐶A 𝑎𝑛𝑑 𝐶A values can be computed after the after the application 
of the PCA [37]. The next step would be creating a new training vector comprising of the 
following variables: 
Here, 

  
𝑇𝑟 is the training vector, 
𝑌 is the target vector. 

𝑋1CA,CD, 𝑋2CA,CS … … 𝑋𝑛 − 1CA.CD𝑋𝑛CA,CD are the individual decomposed values of the 
features using the DWT iteratively. 
𝐴𝑣𝑔n–k is the, owing average of the variables. 
 
Attention Scores: For the ML model’s states 𝒉𝒊, the regression value targets denoted by 
the vector 𝒔𝒕–𝟏, the score value for the regression analysis, 𝒆𝒕,, depicts the metric for 
regression or cosine alignment of the inputs with the targets. The dependence is thus given 
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by [38]: 
  

 
Weight Updating Rule: The weights 𝜶𝒕, can be estimated through the alignment factor for the 
weights corresponding to the input vectors. The softmax activation function may be used for 
the purpose given by: 

 
Computation of Context: The vector quantity𝑐t, for the hidden layer connections can be 
computed as: 

 
The contextual vector, 𝑉k,i, associated with weights 𝛼t,i can be computed as: 
 

 
 
The results obtained through the application of the proposed approach are presents in the 
subsequent section. 
 
4. RESULTS AND DISCUSSION 
Three different datasets have been used in the proposed work which is that of SBI, Infosys and 
Reliance share prices, obtained from Yahoo Finance Repository 
(https://in.finance.yahoo.com/quote).The performance indices chosen are the accuracy, mean 
absolute percentage error, iterations to convergence and regression. The mean absolute 
percentage error of the system is found to be 7.6% for the SBI dataset. This yields and accuracy 
of 92.4% which is relatively high compared to the existing literature and more recent hybrid 
techniques. A similar analysis has been adopted for the Infosys and Reliance datasets. 
 

 
Figure 2. Predicted and Actual values 
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The MAPE and Regression Values for the Infosys and TCS datasets are 10.55, 0.915, and 11.3, 
.0.91 respectively. The value of the MAPE and accuracy are suggestive of the fact that the 
proposed system is capable to filter out the noisy values from the original noise floor and 
forecast the stock prices with relatively high accuracy. This statistical analysis of the 
approximate and detailed co-efficient values also indicate the same as the histogram of the 
detailed coefficient values are significantly w.r.t. to the original data while the detailed co-
efficient values are convergent with the actual data. This indicates that the noise effects have 
been removed by iterative filtering employing the DWT. The regularization parameter avoids 
the chances of over fitting and facilitates pattern recognition. 
 

Table 1.Summary of MAPE and Regression Values. 
S. 

No. 

Dataset MAPE Accuracy 

(%) 

Iterations to 

Convergence 

Regression 

(Overall) 

1. SBI 7.6 92.4 47 0.93 

2. Infosys 10.55 89.45 66 0.93 

3. Reliance 11.3 88.7 59 0.94 

A comparative analysis with exiting work in the domain has presented in Table 2. 
 

Table 2. Summary of Comparative Average Accuracy 
S. No. Technique Accuracy 

1. Transfer Entropy  and  Machine  Learning  (Kim  et  al., 

2020) 

57% 

2. Augmented Textual Feature Based Learning (Bouktif at 

al., 2020) 

60% 

3. LSTM with Sentiment Analysis (Li et al., 2020) 49.6% 

4. HFS based X-Boost (Pryima et al., 2019) 79% 

5. Hybrid Red Deer-Grey Algorithm (Xu et al., 2020). 85.2% 

6. Variation Auto encoders (VAE) (Liu et al., 2020) 67% 

7. Proposed Technique (Mean Accuracy) 90.183% 

 
5. CONCLUSION 
This paper presents a stock market forecasting model based on sentiment analysis and 
regression learning. The sentiment polarities of the stocks are obtained from twitter data 
available in the public domain. A DWT decomposition of the data is done and subsequent 
statistical analysis is performed to correlate the noise floor with the actual data to be analyzed. 
It has been successfully shown that discarding the detailed co-efficient values helps in data 
cleaning and retaining the approximate co-efficient values results in subsequent accurate 
pattern recognition in the data. The performance of the system has bene evaluated in terms of 
the regression, mean absolute percentage 
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error and accuracy of the system. The system attains an average accuracy of 90.183% which is 
significantly higher compared to existing literature. 
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