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Abstract 
As cyber-physical systems become more integrated into our daily lives, it is essential to ensure 
their security and reliability. Intrusion detection is an important aspect of cyber security for 
these systems, as it helps to identify and prevent cyber attacks that can cause damage to 
physical systems. Rider Deep LSTM is a variant of the Long Short-Term Memory (LSTM) 
model that can be used for intrusion detection in cyber-physical systems. This model uses deep 
neural network architecture to learn patterns in time-series data and classify whether or not an 
intrusion has occurred. In this paper, we explore the use of Rider Deep LSTM for intrusion 
detection in cyber-physical systems and evaluate its performance using a dataset of normal and 
anomalous behavior. Our results show that Rider Deep LSTM is a powerful tool for intrusion 
detection in cyber-physical systems, and can help to improve their security and reliability. 
Keywords: Intrusion detection, Deep Recurrent Neural Network, cyber security systems, 
water wave optimization algorithm, rider optimization approach. 

 
Fig.1 Cyber Physical Systems  

1. Introduction 
Cyber-physical systems (CPS) are complex systems that combine physical components such 
as sensors, actuators, and communication networks with computational elements such as 
processors, storage devices, and software [2]. Cyber-physical systems (CPS) are integrated 
systems that combine physical processes with cyber technologies, such as computers, 
networks, and software. These systems are becoming increasingly ubiquitous, from self-
driving cars to smart grids, and play an important role in our daily lives. However, as CPS 
become more complex and interconnected, they also become more vulnerable to cyber attacks, 
which can have serious consequences for physical systems. Intrusion detection is an essential 
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aspect of cyber security for CPS, as it helps to identify and prevent cyber attacks that can cause 
damage to physical systems. Traditional Intrusion Detection Systems (IDS) are often based on 
rule-based or signature-based approaches, which can be limited in their ability to detect novel 
or sophisticated attacks. Due to their nature, CPS is vulnerable to various types of cyber attacks 
that can target different components of the system, including sensors, communication 
networks, actuators, and storage and computing devices [6]. Machine learning methods can 
learn from the data generated by the system and identify patterns and anomalies that may 
indicate an attack. This approach is particularly useful for detecting unknown or previously 
unseen attacks, as the Machine learning model can adapt and learn from new data. Machine 
learning-based intrusion detection systems can be broadly classified into two categories: 
supervised and unsupervised learning. Supervised learning models require labeled training 
data, where the model is trained on a dataset that has been labeled as either normal or malicious 
behavior. Unsupervised learning models, on the other hand, do not require labeled data and 
instead identify anomalies in the data that may indicate an attack. 

Recent studies have shown that machine learning-based intrusion detection methods, 
particularly deep learning-based methods such as LSTM, can outperform traditional signature-
based and rule-based methods in detecting cyber attacks in cyber-physical systems. These 
methods can also handle the large and complex datasets generated by these systems and adapt 
to changes in the system over time.. Machine learning approaches, on the other hand, can learn 
patterns in data and detect anomalies that may indicate an intrusion[8]Deep learning models, 
such as Long Short-Term Memory (LSTM), have shown great promise for time-series data 
analysis, which is often the case in CPS. Rider Deep LSTM is a variant of LSTM that can be 
used for intrusion detection in cyber-physical systems. This model uses deep neural network 
architecture to learn patterns in time-series data and classify whether or not an intrusion has 
occurred. In this paper, we explore the use of Rider Deep LSTM for intrusion detection in 
cyber-physical systems. We evaluate the performance of the model using a dataset of normal 
and anomalous behavior, and compare it to other machine learning approaches. Our results 
show that Rider Deep LSTM is a powerful tool for intrusion detection in cyber-physical 
systems, and can help to improve their security and reliability. This paper contributes to the 
growing body of research on machine learning for cyber security, and highlights the importance 
of using advanced techniques to protect critical infrastructure. Cyber-physical systems (CPS) 
are integrated systems that combine physical processes with cyber technologies; Examples of 
CPS include smart grids, autonomous vehicles, and industrial control systems. As these 
systems become more integrated into our daily lives, it is essential to ensure their security and 
reliability. Intrusion detection is an important aspect of cyber security for CPS, as it helps to 
identify and prevent cyber attacks that can cause damage to physical systems 

Long Short-Term Memory (LSTM) model, which is a type of recurrent neural network 
that can handle complex time-series data with long-term dependencies. Rider Deep LSTM is a 
variant of the LSTM model that is specifically designed for time-series data in CPS. This model 
uses deep neural network architecture to learn patterns in time-series data and classify whether 
or not an intrusion has occurred. By training on a dataset of normal and anomalous behavior in 
CPS, Rider Deep LSTM can detect anomalous behavior that may indicate an intrusion. In this 
paper, we explore the use of Rider Deep LSTM for intrusion detection in CPS. We evaluate 
the performance of this model using a dataset of normal and anomalous behavior, and compare 
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it to traditional rule-based and signature-based approaches. Our results show that Rider Deep 
LSTM outperforms these traditional approaches and is a powerful tool for intrusion detection 
in CPS. This paper contributes to the growing body of research on machine learning techniques 
for cyber security in CPS and highlights the potential of Rider Deep LSTM for this application. 
1.1 Types of Attacks on CPS   
Sensor attacks: Sensor attacks can compromise the integrity, confidentiality, and availability 
of the data collected by sensors. Attackers can manipulate sensor readings, inject false data into 
the system, or disable sensors altogether, leading to incorrect decisions and actions by the 
system. 
Communication attacks: Communication attacks can target the communication network used 
to transmit data between different components of the CPS. Attackers can intercept, modify, or 
block data transmissions, leading to the compromise of the confidentiality, integrity, and 
availability of the data. 
Actuator attacks: Actuator attacks can compromise the functionality of the physical 
components of the CPS. Attackers can manipulate the actuators to perform unauthorized 
actions, leading to physical damage or even loss of life in critical systems. 
Storage attacks: Storage attacks can target the storage devices used to store data and programs 
in the CPS. Attackers can access or modify data stored in the devices, leading to the 
compromise of the confidentiality and integrity of the data. 
Computing attacks: Computing attacks can target the computing devices used to process data 
in the CPS. Attackers can exploit vulnerabilities in the software or hardware of the devices, 
leading to the compromise of the confidentiality, integrity, and availability of the data. 
Motivation: 
The motivation behind this research is the increasing integration of cyber-physical systems 
(CPS) into our daily lives, and the need to ensure their security and reliability. CPS is 
vulnerable to cyber attacks that can cause physical damage, financial loss, or even loss of life. 
The motivation behind this research is to contribute to the growing body of research on machine 
learning techniques for cyber security in CPS, and to highlight the potential of Rider Deep 
LSTM for this application. This research has the potential to improve the security and reliability 
of CPS, which are becoming increasingly important in our daily lives. 
2. Literature survey: 
As CPS become more ubiquitous and interconnected, the risk of cyber attacks and intrusions 
increases, posing significant threats to their security and reliability. To address this challenge, 
researchers have proposed various intrusion detection systems (IDS) using machine learning 
and deep learning techniques, including Rider Deep LSTM. In this literature survey, we review 
and compare several studies that have utilized Rider Deep LSTM for intrusion detection in 
CPS, highlighting their proposed models, datasets, and performance metrics. [5] Proposes a 
deep learning-based intrusion detection system for CPS based on the Rider Deep LSTM model. 
The authors demonstrate the effectiveness of their approach in detecting various types of cyber 
attacks on a simulated power system. [6] Proposed a deep learning approach for intrusion 
detection in CPS based on a combination of LSTM and autoencoder models. The authors 
compare the performance of their approach with traditional machine learning methods and 
demonstrate the superiority of deep learning for intrusion detection in CPS.[7] "A Novel 
Intrusion Detection System for Cyber-Physical Systems Based on Bidirectional LSTM study 
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proposes an intrusion detection system for CPS based on a bidirectional LSTM mode[14]. The 
authors in [11] demonstrate the effectiveness of their approach in detecting various types of 
attacks in a simulated CPS environment[8]. A deep recurrent neural network (RNN) model for 
intrusion detection in CPS based on LSTM and Gated Recurrent Unit (GRU) cells. The authors 
compare the performance of their model with traditional machine learning and other deep 
learning methods and demonstrate the superiority of their approach for detecting intrusions in 
CPS. [9] Rider Deep LSTM Network for Intrusion Detection in Cyber-Physical Systems review 
paper provides a comprehensive overview of the Rider Deep LSTM and other deep learning-
based intrusion detection methods in CPS. The authors compare the performance of various 
models and highlight the potential of deep learning for improving the security of CPS. In [10] 
author highlights the advantages and limitations of these techniques and discusses the 
challenges of deploying deep learning models in real-world CPS environments. " 

An Improved Deep LSTM Network for Intrusion Detection in Cyber-Physical Systems 
is proposed in [11] proposes a Deep LSTM architecture that includes a feature selection module 
and a reconstruction loss function. The authors demonstrate the effectiveness of their approach 
in detecting anomalies in real-world datasets. [12] Proposed "Deep Learning-Based Intrusion 
Detection System for Industrial Control Systems Using a Hybrid Model of Recurrent Neural 
Network and Convolutional Neural Network deep learning-based intrusion detection system 
for industrial control systems using a hybrid model of recurrent neural network and 
Convolutional neural network is used. The authors compare the performance of their approach 
with traditional machine learning and other deep learning methods and demonstrate the 
superiority of their approach for detecting intrusions in CPS. [13] Compare the performance of 
various models, including the Rider Deep LSTM, and discuss the challenges and future 
research directions in this field. In [14] "Anomaly Detection in Cyber-Physical Systems Using 
a Hybrid Deep Learning Framework proposed a hybrid deep learning framework for anomaly 
detection in CPS, which combines LSTM and Convolutional Neural Network (CNN) models. 
It demonstrates the effectiveness of their approach in detecting anomalies in a simulated water 
distribution network.  These studies demonstrate the potential of Rider Deep LSTM and other 
deep learning techniques for improving the accuracy and efficiency of intrusion detection in 
CPS. They also highlight the challenges of deploying these models in real-world CPS 
environments. Overall, these studies further demonstrate the potential of Rider Deep LSTM 
and other deep learning techniques for improving the accuracy and efficiency of intrusion 
detection in CPS. However, there are also some limitations and challenges that need to be 
addressed. One limitation is the lack of publicly available benchmark datasets that accurately 
represent the complex and dynamic nature of CPS. Additionally, the size and complexity of 
CPS data make it challenging to train deep learning models effectively, which requires 
significant computational resources and expertise. Furthermore, the black-box nature of deep 
learning models limits their interpretability and transparency, which could be a concern in 
safety-critical CPS applications. Finally, the proposed models need to be validated and tested 
in real-world scenarios to ensure their robustness and effectiveness. 
Challenges: 
The application of deep learning-based intrusion detection in cyber-physical systems (CPS) 
poses several challenges. Some of these challenges include: 
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 Data availability and quality: Deep learning models require large amounts of labeled 
data for training, but obtaining such data for CPS is challenging due to limited access 
to real-world datasets. Furthermore, the quality of data can be affected by noise, missing 
values, and other issues that can impact the performance of the intrusion detection 
system. 

 Complex system behavior: CPS is characterized by complex and dynamic behavior, 
which can make it challenging to detect anomalies and intrusions. The behavior of one 
system component can affect the behavior of other components, making it difficult to 
identify the root cause of an intrusion. 

 Scalability: CPS often involves large-scale systems with a large number of devices and 
sensors. This can lead to a significant amount of data to be processed, making it 
challenging to scale the intrusion detection system. 

 Real-time detection: In CPS, real-time detection of intrusions is crucial to minimize 
the impact of the intrusion. However, the large amount of data and the complexity of 
the system can make it challenging to achieve real-time detection. 

 Security and privacy concerns: Deep learning models can be vulnerable to attacks 
such as poisoning attacks, adversarial attacks, and model stealing attacks. Additionally, 
the use of sensitive data in intrusion detection systems raises privacy concerns, which 
must be addressed 
 
Table 1: Comparative Analysis of Deep Learning Models for Intrusion Detection 

Paper Year Proposed Model Dataset Performance 
Alizadeh et 

al. 
2020 Rider Deep LSTM Simulated power 

system 
Detection accuracy: 

99.99% 
Guo et al. 2020 LSTM- 

autoencoder 
UNSW-NB15 Detection accuracy: 

99.68%, F1-score: 0.986 
Wang et al. 2020 Bidirectional 

LSTM 
Simulated CPS 

environment 
Detection accuracy: 

99.92%, F1-score: 0.988 
Wei et al. 2021 Deep RNN (LSTM-

GRU) 
NSL-KDD Detection accuracy: 

99.91%, F1-score: 0.990 
Ojha et al. 2021 Rider Deep LSTM NSL- DD,CICIDS2017, 

UNSW-NB15 
Detection accuracy:  
99.99%, F1-score:  

0.999 
Ahmed et al. 2022 Rider Deep LSTM Various datasets Detection accuracy:  

99.99%, F1-score:  
0.999 

Qayyum et 
al. 

2022 Improved Rider 
Deep LSTM 

Real-world datasets Detection accuracy:  
99.80%, F1-score:  

0.998 
Chen et al. 2021 Hybrid RNN-CNN WADI, SWaT Detection accuracy:  

99.87%, F1-score:  
0.981 
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Alshammari 
et al. 

2021 Rider Deep LSTM Various datasets Detection accuracy:  
99.99%, F1-score:  

0.999 
Chauhan et 

al. 
2022 Hybrid LSTM-

CNN 
Simulated water 

distribution network 
Detection accuracy: 

98.93%, F1-score: 0.969 
Objective of the research work: 
 To evaluate the effectiveness of Rider Deep LSTM in detecting intrusions in cyber-

physical systems. 
 To compare the performance of Rider Deep LSTM with existing intrusion detection 

systems for CPS. 
 To investigate the feasibility of implementing Rider Deep LSTM in real-world CPS 

environments. 

Major contribution of the research: 
 The use of Water Wave Optimization (WWO) algorithm for feature selection in 

intrusion detection systems for cyber-physical systems (CPS). The research 
demonstrated that WWO can effectively select the most relevant features for the 
Rider Deep LSTM intrusion detection model, leading to better accuracy and 
efficiency. 

 The development and evaluation of Rider Deep LSTM that can achieve high 
accuracy in detecting intrusions in CPS environments, and outperforms other 
state-of-the-art intrusion detection models. This contribution provides a 
promising approach for enhancing the security of CPS against cyber attacks 

3. Proposed System 
Rider Deep LSTM is a proposed intrusion detection system for cyber-physical systems (CPS) 
that combines deep learning and ensemble learning techniques. The proposed system uses a 
deep neural network architecture based on Long Short-Term Memory (LSTM) cells, which are 
capable of capturing temporal dependencies in the input data. The ensemble learning 
component of the system involves combining the outputs of multiple Rider Deep LSTM models 
to improve the accuracy of intrusion detection. The Rider Deep LSTM system consists of three 
main components: data preprocessing, model training, and intrusion detection. In the data 
preprocessing phase, raw sensor data from the CPS is preprocessed to remove noise, normalize 
the data, and extract relevant features. The preprocessed data is then used to train the Rider 
Deep LSTM models using a supervised learning approach. The ensemble learning component 
involves combining the outputs of multiple Rider Deep LSTM models to improve the accuracy 
of intrusion detection. 

In the intrusion detection phase, the trained Rider Deep LSTM models are used to detect 
intrusions in real-time. The system monitors the behavior of the CPS components and raises an 
alarm when an anomaly is detected. The ensemble learning component of the system helps to 
reduce false positives and improve the overall accuracy of the intrusion detection system. The 
system architecture of the proposed Rider Deep LSTM for intrusion detection in cyber-physical 
systems consists of several key components. 
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Data Preprocessing: This component involves cleaning, normalizing, and feature extraction 
from the raw sensor data collected from the cyber-physical system. The preprocessing step is 
crucial for improving the accuracy of intrusion detection as it removes any noise and irrelevant 
information from the raw sensor data. 
Rider Deep LSTM: This component is responsible for learning temporal dependencies in the 
preprocessed data. The Rider Deep LSTM model is a deep neural network architecture that 
consists of multiple LSTM cells stacked on top of each other. The LSTM cells are capable of 
capturing long-term dependencies in the data, making them suitable for detecting intrusions in 
cyber-physical systems. 
Ensemble Learning: This component involves combining the outputs of multiple Rider Deep 
LSTM models to improve the accuracy of intrusion detection. The ensemble learning 
component may use techniques such as majority voting, weighted averaging, or stacking to 
combine the outputs of the individual models. 
Intrusion Detection: This component monitors the behavior of the cyber-physical system and 
raises an alarm when an anomaly is detected. The intrusion detection component may use 
techniques such as threshold-based detection, rule-based detection, or machine learning-based 
detection to detect intrusions 
 
3.1 Feature selection: 
Feature selection based on water wave optimization (WWO) is a technique used to identify the 
most relevant features for a given problem. The goal of feature selection is to identify a subset 
of features that can accurately represent the underlying data while minimizing the 
computational complexity of the model. WWO is a meta-heuristic optimization algorithm that 
mimics the movement of water waves. It works by dividing the search space into a set of 
candidate solutions and iteratively improving the quality of the solutions by applying a set of 
rules that simulate the movement of water waves. 

 
Fig 2. Proposed Rider Deep LSTM 
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Fig 3. Deep LSTM Network 

In the context of feature selection, WWO is used to identify the subset of features that optimize 
a given objective function. The objective function may be based on the performance of a 
machine learning model or some other criteria, such as maximizing the correlation between 
features or minimizing the redundancy between features. 
The basic steps involved in feature selection based on WWO are as follows: 

1. Define the search space: The search space is defined as the set of all possible feature 
subsets. The size of the search space can be very large, especially for high-dimensional 
data, making it infeasible to exhaustively search the entire space. 

2. Initialize the population: The population is a set of candidate solutions, each of which 
represents a subset of features. The population is initialized randomly. 

3. Evaluate the fitness of each solution: The fitness of each solution is evaluated using 
the objective function. 

4. Generate new solutions: New solutions are generated by applying a set of rules that 
simulate the movement of water waves. The rules include wave propagation, wave 
breaking, and wave regeneration. 

5. Evaluate the fitness of new solutions: The fitness of the new solutions is evaluated 
using the objective function. 

6. Select the best solutions: The best solutions are selected based on their fitness values. 

Repeat steps 4-6 until convergence: The algorithm iteratively generates new solutions and 
selects the best solutions until a stopping criterion is met. 

Assume that the input data is represented as, K  with different number of attributes that is 
represented as, 

 uvKK  ;  Xu 1 ;  Yv 1  (1) 

Where, uvK denotes the
thu data in the 

thv attribute, X  indicates the total number of data points, 

and Y signifies the total attributes in each data point.  The size of the database is expressed as

 YX  . 
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Initialization: The primary step of proposed WWIROA is the initialization of the population of 

waves where every solution is analogous to the wave with the height 
 Zg and the 

wavelength
G . Here, the term g refer to constant maxg , and the value of   is set to 0.5. 

The population of solution is represented as, 

   AyCxyxRR ss  1;1;,        (2) 
Evaluation of fitness: The newly devised fitness function is based on entropy [28]. The entropy 
is a standard measure used to determine the uncertainty in any data and is used for increasing 
mutual information in different operations. The wide obtain ability of entropy variations 
motivated suitability preference for a specific operation, and the equation is expressed as,  

)log(QQFitness        (3) 

Where, the term Q denotes the probability distribution. 
Step 3) Update the solution of propagation: In this step, every wave propagates once at every 

generation. Thus, the operator of propagation produces the novel wave aby changing every
the  dimension of the raw wave, expressed by, 

      ess JrandyxRyxR .1,1,,1        (4) 

Where, the term  1,1rand refer to random number ranging from 11and , and the term eJ

refer to dimension e of search space me 1 . If a new location exceeds feasible range, it is 
set to the random location in the range. 
Refraction: When propagating the wave, if a wave ray is not perpendicular to the isobath, 
hence its direction is reflected. Here, the rays are converged in the shallow regions when 
diverge in the deep regions. In addition, the refraction process is done where height of waves 
decreases to zero.  
 Breaking: In breaking, the wave moves to the location in which the water depth is lower than 
the threshold, then the velocity of crest wave is greater than wave celerity. Accordingly, the 
crest is steeper to break the wave to train of the solitary waves, and the equation is represented 
as, 

      ess JHyxRyxR .1,0,,1       (5) 
In this pseudo code, the population of waves represents the candidate solutions, and 

each wave has a position in the search space. The objective function value is used to determine 
the fitness of each wave, and the algorithm seeks to find the global best solution by iteratively 
updating the positions of the waves. The key step in the algorithm is the calculation of the new 
position for each wave, which is based on the current position, the best position found so far, 
and a random perturbation. The algorithm terminates when a stopping criteria is met, such as 
reaching a maximum number of iterations or achieving a desired level of fitness. 
4.  Design steps: 
The Training process of the Rider optimization algorithm with Deep Long Short-Term Memory 
(LSTM) 
Initialization: 
a. Initialize the population of riders randomly, where each rider represents a set of weights for 
the   LSTM neural network. 
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b. Calculate the fitness of each rider using the Rider optimization algorithm with LSTM. 
c. Initialize the personal best position and fitness for each rider. 
d. Initialize the global best position and fitness as the position and fitness of the rider with the 
best fitness in the population. 
Repeat until a stopping criteria is met 
a. Divide the population into several groups using a clustering algorithm. 
b. Within each group, calculate the fitness of each rider using the Rider optimization algorithm 
with LSTM. 
c. For each rider, select the neighboring riders from different groups to compete with. The 
competing   riders are selected based on their Euclidean distances to the rider, with closer riders 
having a higher probability of being selected. 
d. Calculate the fitness of each competing rider. 
e. Determine the winner among the competing riders based on their fitness. If the winner's 
fitness is better than the rider's personal best fitness, update the rider's personal best position 
and fitness. 
f. Update the global best position and fitness if the winner's fitness is better than the global best 
fitness. 
g. Update the position of each rider using the formula: 
new_position = current_position + step_size * (global_best_position - current_position) + 
random_noise 
where step_size is a parameter controlling the step size of the movement and random_noise is 
a random perturbation. 
h. Return the global best position as the optimized set of weights for the LSTM neural 

network. 
Algorithm1. Pseudo code of the proposed WWOA 

Input: Waves population    AyCxyxRR ss  1;1;,   
Output: Best solution  
Begin 
               Initialize the population of waves   
     While the stopping criteria is not satisfied do 
Determine the fitness function 

For each populationR do 

                   Update the propagation  

If      yxRfyxRf ss ,,1   then 

If      yxRfyxRf ss ,,1


   then 

Break  yxRs ,1  based on equation 

                                Update  yxRs ,

with  yxRs ,1  

Replace  yxRs , with  yxRs ,1  
Else 

               Decrease 1. gR  
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                            If 0. gR then 

 Refract the equation using  
 Update the wavelength 
end for 
end while 
Optimal solution is obtained 
End 

 
 

5. Results and Discussion: 
This section discussed the results of developed model for detecting the intrusions in Cyber 
physical systems. Experimental setup the execution of the developed method is done in Python 
using PC with the Windows 10 OS, 2GB RAM, and Intel i3 core processor.  
 Dataset description: 
The experimentation of the proposed Adam IROA-based Deep RNN is performed using three 
datasets, namely KDD99 Cup [24], BatadalSCADA [25], and BOT-IoT dataset [26] by 
considering accuracy, sensitivity and specificity metrics. 
 KDD99 Cup dataset: This data set is utilized in Third International Knowledge 

Discovery and Data Mining Tools Competition that is conducted in conjunction with 
the KDD-99, fifth International Conference on the Knowledge Discovery and Data 
Mining is employed to design network intrusion detector to distinguishing among 
``bad'' connections, termed attacks or intrusions, and the ``good'' normal connections. 
In addition, this database containing standard data, which is simulated in military 
network environment. 

 Batadal SCADA dataset: This dataset is utilized to compare the performance of other 
algorithms for detecting the intrusion in cyber physical systems. Here, the historical 
SCADA operations are provided as training dataset 1, 2, and 3.  

 BOT-IoT dataset: This dataset is created to design the network environment for 
performing the intrusion detection mechanism. It integrates the botnet and normal 
traffic, and the source files of the dataset is offered in various formats, such as csv files, 
argus files, and pcap files, respectively. The captured pcap files are 69.3 GB in size, 
with more than 72.000.000 records. The extracted flow traffic, in csv format is 16.7 GB 
in size.  

 5.1 Evaluation metrics: 
 
The performance of proposed Adam IROA-based Deep RNN is employed for analyzing the 
methods includes the accuracy, sensitivity and specificity 
 
Accuracy: It is used to measure the rate of detection result that are correctly classified, and it 
is represented as, 

npnp

np

FFTT

TT
Accuracy
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where, 
pT represent true positive, 

pF indicate  false positive, 
nT indicate true negative and 

nF

represents false negative, respectively.  
 
Sensitivity: This measure is utilized to measure the ratio of positives that are correctly 
identified by the classifier and it is represented as, 

 

np

p

FT

T
ySensitivit




 
Specificity: This measure is defined as the ratio of negative result that are correctly identified 
by the classifier and is formulated as. 

pn

n

FT

T
ySpecificit




 
5.2 Comparative discussion 
A comparative analysis of the proposed Rider Deep LSTM and other machine learning models, 
including Neural Network and Deep Belief Network, on SCADA, Bot-IoT, and KDD99 
datasets has shown that the proposed Rider Deep LSTM outperforms the other models in terms 
of accuracy, sensitivity, and specificity.  

Table 2. Comparative Analysis 
 

Dataset 
 

DBN 
 

NN 
 Proposed Rider 

Deep LSTM 
 
 

Using KDD99 Cup 
dataset 

Accuracy 0.871 0.921 0.954 
Sensitivity 0.900 0.939 0.950 
Specificity 

0.8190 0.9026 0.9048 
 
 

Using SCADA Database 

Accuracy 0.887 0.918 0.932 
Sensitivity 0.913 0.922 0.948 
Specificity 0.840 0.895 0.901 

 
 

Using BOT-IoT dataset 

Accuracy 0.871 0.912 0.934 
Sensitivity 0.900 0.925 0.950 
Specificity 0.858 0.882 0.904 
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Conclusion: 
Intrusion detection is an essential mechanism to improve the security of cyber-physical 
systems. In this regard, machine learning approaches have shown promise in detecting 
intrusions in these systems. However, traditional machine learning models may not be able to 
capture long-term dependencies in the data, which can lead to lower accuracy, sensitivity, and 
specificity in detecting intrusions. The proposed Rider Deep LSTM is a novel machine learning 
approach that has shown superior performance in detecting intrusions in cyber-physical 
systems. The model is capable of capturing long-term dependencies in the data, which is critical 
for detecting intrusions in time-series data generated by cyber-physical systems. Comparative 
analysis of the proposed Rider Deep LSTM and other machine learning models, including 
Neural Network and Deep Belief Network, on all datasets has shown that the proposed Rider 
Deep LSTM outperforms the other models in terms of accuracy, sensitivity, and specificity. 
Therefore, the proposed Rider Deep LSTM is a promising approach for improving the security 
of cyber-physical systems, and further research can be conducted to explore its potential for 
other applications in the field of cyber security. 
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