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Abstract : Indian Technical institutes create naval knowledge and support social communities 
along with regular academic requirements.  They play a significant role to increase engineering 
competitiveness from local to national level.  National Institute Ranking framework (NIRF), 
India evaluates all technical institutions based on teaching, Learning & Resources, Research, 
Professional Practice and Collaborative Performance, Graduation Outcomes, Outreach and 
Perception. Sentiment analysis has wide scope in many domains including education, medical 
etc. Several research reports provide the state of the applications of sentiment analysis in 
industry, business, social and educational performance. But no / few work focused on ranking 
of Engineering  College ranking using natural language processing, deep learning and machine 
learning solutions.  The aim of the research work was to develop a sentiment analysis of the 
NIRF in order to enhance the performance of the ranking method.  The work investigates the 
effect of NIRF five factors on ranking of engineering college values and brand attachments 
based on stakeholders such as students, parents and industries sentimental values. The work 
used 5002, 3051, 2821, 4252 and 3625 Twitter data for Learning & Resources, Research, 
Professional Practice and Collaborative Performance, Graduation Outcomes, Outreach and 
Perception respectively.  This research work has applied Natural Language Processing (NLP) 
operations such as pre-processing, stop-word elimination, tf-idf transformation and n-gram 
model to bring the textual data to machine learning understandable format. Later state-of-the-
art Machine Learning (ML) algorithms had to be applied following the topic modeling and 
extraction of the sentiment. This research work mostly focused on the features and key terms 
which will influence the prospective ranking of the educational institutions with their 
percentage of the contribution. performed machine learning on the 26678 tweets followers of 
25 institutes were considered for the ranking process and conducted statistical verification with 
NIRF rankings.  
Keywords: Sentiment analysis, Natural Language Process, Machine Learning, Institute 
ranking  
 

I. INTRODUCTION 
Social networks are a plethora of information gathering and sharing platforms for educational 
institutes for their promotions and advertisements, which leads to a change in the general 
perspective of networking, socialization and personalization[1].  With the proliferation of 
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different social media, students are willing to give their comments on the quality of education 
and technical facilities after joining institute or graduation. Student’s views are part and parcel 
of e-mouth, which is more credible than that of any advertisement or publicity. More reviews 
online about the institute, which leads to institutes gradually emerging due to the effort of 
management, faculty and trainers[2].   
 
Many Indian technical institutes in the last decades promote inter-state and  inter-country 
student mobility have been given high priorities, which is useful to educational top 
management, teachers and instructors in order to improve teaching and learning 
activities.  Sentimental analysis (SA) used estimate the revenue generation of movies from the 
box-office[3], prediction of similarity with common attribution[4], estimate votes in Singapore 
presidential election[5], forecast electoral results[6], current geographical locations[7], public 
opinion towards massive online open courses, predict US presidential election[8], most active 
research topics[9], etc. Few SAs help to express students' feelings, opinion and problems with 
or without showing their identification [10]. Centrist think tank reported that nearly 6% of 
students drop out after their first year due to bad university selection [11].  
 
Many online resources project university ranking on various websites. It helps to choose the 
right institute and course but many of these rankings are duped and have serious shortcomings 
due to it covering only 5% of all the universities in the world [12].  The institute ranking system 
used to compare institute teaching and learning productivity and performance by different 
techniques. Many of them criticized methods of estimation, data gathering procedures, data 
mining, data segregation etc.  Therefore, an alternative method must be developed to analyse 
students, faculty, staff and alumni opinions about the institute.  In this direction, the National 
Institutional Ranking framework (NIRF) developed a methodology to estimate the rank of the 
institute depending on whether five clusters are assigned weightages  in resources, research 
and stakeholder perception. For stakeholder perception is measured based on social media such 
as Facebook, Twitter etc. Twitter is one of the promising micro blogging platforms used for 
efficiently analysing customer’s opinions in various domains.  Although many researchers [13-
15] used Twitter data for various domains such as marketing, products, prediction of election 
results, research opportunities, only less or no work has been explored in the field of 
education.   To fill the mentioned gap, the objective of the research work was to develop a 
sentimental analysis of the National Institute Ranking framework (NIRF) in order to enhance 
the performance of ranking methods. 
 

II. REVIEW OF RELATED RESEARCH WORK 
The research article studies the emotional analysis of institution reviews is mainly to judge 
whether the students are satisfied or not with the institution online from two directions such as 
negative and positive emotions.  Several studies were conducted to review the universities such 
as  Naugen et.al [16] created university student feedback data for two years and they 
categorized them into three sensitive data such as positive, negative and neutral from 5000 
classified sentences.  They used three classifiers such as Naïve Bayes, Maximum Entropy, and 
support vector machine (SVM) for analysis. Among them, the support vector machine shows 
best results 91.36%. Mehmet Korkmaz [17] conducted research deployed for classifiers such 
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Naïve Bayes, SVM, Decision Tree and Random forest to verify the qualitative feedback after 
each semester. Among all techniques SVM Classification algorithm shows 63.73% 
accuracy.  Duwairi & Qarqaz[18] and  Altrabsheh et al[19]  SVM classifiers showed highest 
accuracy and recommended for students feedback.  Gottipati et al[20], Guleria et al[21], 
Hashim [22] and Abaidullah et al [23] showed that decision tree (78.1%), Association Rule 
Mining (79.8%),Apriori Algorithm(67%) and K-means clustering algorithm (74%) are given 
better results for student sentimental feedbacks respectively.  
 

III.  APPROACH METHODOLOGY 
 
Present methodology was using the unigram feature extraction technique for analysing twitter 
data set. The developed framework preprocessor used to transform raw sentences to more 
understandable sentences.  Machine learning techniques used for training  the processed data 
with feature vectors  further  synonyms and similarity sentences provided by semantic analysis 
which provides the polarity of the sentences.  The detailed methodology of present work has 
been classified sub sections and the block diagram as shown in Fig. 1.   
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Fig. 1 Block diagaram of the Methodology for Ranking of Institute based on sentimental analysis. 
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The tweeter data was collected from the standard Twitter API to the chosen institutes in 
Bengaluru. The data was collected between July 1, 2020 to June 30, 2021, academic year 
consists of the summer and winter semester. The information data was used for present research 
work gathered from twitter various accounts.  Nearly 5000 Twitter data for Learning 
and  Resources  post in English languages about different Karnataka Technical Institutes. 
Reviews were classified as per nature of the review under the heads of positive and negative 
sentences. Reviews are also categorized into five such as 1) Learning & Resources, 2) 
Research, 3) Professional Practice & Collaborative Performance, 4) Graduation Outcomes, 5) 
Outreach and Perception.  Data of each category is given in Table 1.  

Table 1 Twitter dataset for category classification 
Sl Lable Count 

01 Learning & Resources 5002 

02 Research 3051 

03 Professional Practice &Collaborative 
Performance 

2821 

04 Graduation Outcomes 4252 

05 Outreach and Perception 3625 

 
In the pre-processing task, the data contains various opinions about the institute, they are 
expressed differently. The twitter dataset may be labelled with polarity or raw data without 
polarity and redundancy, which leads to affect on the result or prediction hence it very much 
improves the quality of raw data. To improve the quality of the raw data is pre processed, such 
as removing the repeated words, punctuations and new symbols. To improve the quality of the 
dataset after preprocessing, which has more of distinctive properties, the feature extraction 
technique was used.  It extracts adjectives and differentiate positive and negative polarity  in a 
collected sentence, which is finally determining the opinion of individual stakeholders. The 
collected information data are two columns namely, Review, which given by the students  and 
Liked column has either 0 (negative reiew) or 1 (positive review) shown in  Table 2.  
 

Table 2. The Twitter message considered for Sentimental analysis 
01 Loved this Institute 1 

02 Teaching and learning is not good 0 

03 Selection of innovative clubs are great 1 

.   

.   



TWITTER BASED SENTIMENT ANALYSIS FOR PERSPECTIVE AND RANKING OF ENGINEERING 
COLLEGE USING MACHINE LEARNING TECHNIQUE 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      841 
 

751 The whole experience was underwhelming 0 

 
The Twitter data was processed and analysed rreviews in natural language (NLP) using Natural 
Language Toolkits, which  handles interaction between human language and computer 
program.  The Twitter data was cleaned in five steps, to remove punctuation and special 
characters from the data set from the substrings.  Then cleaning all stop-words which are 
connecting the sentence by using three NLP techniques such Lexical, Syntactic and Semantic 
analyses.  
 

 
Fig. 2 A typical Python coading for senstimental analysis of three different distributions of 
training and testing modified the dataset in the ratio of 80:20, 75:25 and 70:30. The complete 
algorithm is given in Fig. 1 and Python code is given in Fig. 2.components.  

 
Third step combines the words in meaningful sentences for analysing at a single instance.  In 
the final step all prefixes and suffixes are eleminted  using NLTK Finally cleaning of all the 
ambiguities, the bag-of-words are prepared along with root words. Further, aspects like 
Learning & Resources, Research, Professional Practice and Collaborative Performance, 
Graduation Outcomes, Outreach and Perception are defined.  At the beginning, two variables 
such as positive-data and negative_data were gathered for each predefined aspect, which are 
assigned to zero score.  After reviews pertaining to each category are picked up from the review 
set then corresponding key words are identified.  Then the key words are counted against 
positive or negative sentiment analysis.  Finally both positive and negative review of each 
aspect was computed.  
 

IV. RESULT AND DISCUSSION 
The present work classification model has taken Technical Institute review as from Twitter 
account.  The model was built for one of the prestigious institutes in Bangalore  for extracting 
that institute reviews.  The developed model is categorising each public review into one the 
categories such as excellent, Good, Moderate, Satisfactory and poor) based on the sentimental 
data.  The developed model used to train 75% of the review data and the remaining 25% data 
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used for testing. The Fig. 3 (a) shows visualization of sentimental analysis from obtained 
Twitter data from the institution. Fig. 3(b) shows Python code for catograisation and 
visualization.  

 
                Fig. 3(a). Institutional Twitter data Analysis                   Fig. 3(a). Coading for 

visualisation  
 
The present work classification model has taken Technical Institute review as from Twitter 
account.  The model was built for one of the prestigious institutes in Bangalore  for extracting 
that institute reviews.  The developed model is categorising each public review into one the 
categories such as excellent, Good, Moderate, Satisfactory and poor) based on the sentimental 
data.  The developed model used to train 75% of the review data and the Python horizontal plot 
shown in  Fig. 3(a) and 12.8, 26.8, 27.8, 23.5 and 9.1 % of reviewers excellent, Good, 
Moderate, Satisfactory and poor respectively.  It is observed that categories “Good”, 
“Moderate” and “Satisfactory” have high precision scores because one number of reviews are 
likely to fall under these categories. But on the other hand “excellent” and “poor” have very 
low precision scores due to less number of reviews.  

 
             Fig. 4(a). Aspects of parameters of Institution             Fig. 4(b). Coading for 
visualisation 
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Fig. 4(a) shows the bar plot of the opinion score of aspects of Learning & Resources, Research, 
Professional Practice and Collaborative Performance, Graduation Outcomes. It clearly states 
positive and negative scores of all aspects as shown in Fig. 4(a) and code for distribution given 
in Fig. 4(b). The graph shows clearly the positive scores 63% and negative score 37% for 
Learning and Resources. Similarly for research positive score 54% and negative score 46%, 
Professional Practice for positive score 73 and negative score 27, Peformance positive 74% 
and negative -26 %, and Graduation outcome positive 87% and 13% negative scored.  

 
Table 3. Statastically analysis of Sentimental Data 

 Nature of Score Positive Score Negative Score 

0 Parameter Data [63,54,73,74,87] [37,46,27,26,15] 

1 Mean 70.2 30.2 

2 Median 73.0 27.0 

3 Mode ([54].[1]) ([15].[1]) 

4 Standard division 11.124747 10.533755 

5 Variation 123.76 110.96 

 
 

 
Fig. 5 Python code for statastically analysis of Sentimental data 

 
 
Table 3 shows the statistically analysis of sentimental dataset, which observed that machine 
learning statistics values such as mean, median, mode standard deviation  and variance for 
collected data.  Standard deviation is used to measure the accuracy.  It observed “Excelent” 
and “Poor”are having higher deviation due to lesser number of reviews.  The classier 
performance was verified  and more than 73% of the tweets sentiment were guessed correctly 
by the classifier.  
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V. CONCLUSION 
The proposed model classifies the twitter feedback statement into five different categories like 
Excellent, Good, moderate, Satisfactory and poor shows the various percentage of reviews 
which was drawn using a horizontal bar plot. The developed Python code executed well for 
smaller or larger data from twitter bank.  The model analyses and interprets the student or 
alumni feedback and classifies them successfully. It also finds the various aspects such as 
Learning & Resources, Research, Professional Practice and Collaborative Performance, 
Graduation Outcomes, Outreach and Perception online feedback given by them for a 
institutions. Also, the model visualizes every aspect’s opinion score in terms of the various bar 
plots by clicking the particular aspect. 
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