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Abstract : Information retrieval (IR) is the key technology for finding relevant data from large 
collections. The main challenge of IR is to collect and manage all the information in the 
collection. People need to access the information that suits their needs at the right time. 
However, the excessive availability of information causes information overload and makes it 
difficult to find the relevant information. To overcome these difficulties, several automated 
tools are used to search for information that matches the user’s needs. The role of IR is to 
collect and represent the information and enable the retrieval of the relevant information for 
specific problems in real time. This paper focuses on the different IR models that identify the 
user’s query and retrieve the information from the collection of documents in a specific 
application domain. If the user’s query matches the search engine, it retrieves the relevant 
information from the collection. This paper presents different IR models with solved examples 
and analyzes the IR metrics for ranked and unranked models. It also compares the classical 
and probabilistic models using different parameters. 
Keywords: Information retrieval, query, IR Models 
 
1. INTRODUCTION 
Information Retrieval (IR) operates as a fully automated process, responding to user queries 
by analyzing a set of documents and presenting a sorted list of documents deemed relevant to 
the user's expressed requirements. IR can be described as a software application that handles 
the organization, storage, retrieval, and assessment of information from document 
repositories, particularly textual data. While the system aids users in locating the information 
they seek, it does not explicitly provide answers to questions. Instead, it identifies the 
existence and whereabouts of documents that may contain the desired information. 
Documents that meet the user's needs are termed relevant documents. An optimal IR system 
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retrieves only relevant documents. Figure 1 illustrates the process of Information Retrieval 
(IR), providing insights into its workings. 
The diagram clearly depicts that users begin by formulating a request in the form of a query. 
Subsequently, the Information Retrieval (IR) system responds by retrieving output in the form 
of documents that are relevant to the user's query. 

 

Figure 1: Process of Information retrieval system 
 
1.1 Classical Problem in Information Retrieval (IR) System: 
The primary objective of an IR system is to establish a model for efficiently retrieving 
information from a collection of documents. One classical challenge within this domain is 
known as the ad-hoc retrieval problem. 
In ad-hoc retrieval, users input a query describing the information they seek. The IR system 
then returns relevant documents related to the specified information. For instance, when 
searching the Internet, the system may provide pages closely aligned with the user's search, 
but there might also be non-relevant pages. This phenomenon is attributed to the ad-hoc 
retrieval problem. 
From a mathematical perspective, a retrieval model is composed of: D: Represents documents, 
R: Represents queries, F: The modeling framework for D and Q, along with the relationship 
between them. 
R(q, di): A similarity function that orders the documents concerning the query, also known as 
ranking. 
INFORMATION RETRIEVAL (IR) MODELS 
An IR model can be categorized into three models, as depicted in Figure 2. 

Figure 2: classification of mathematical model for retrieving.[1] 

 
1.2 Classical Models: 
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2.1.1. Standard Boolean Model: The Standard Boolean model stands as one of the simplest 
retrieval models, employing exact matching to align documents with a user's request or 
information query. This model determines document relevance based on matching words in 
the query. The term "Boolean" indicates the logical relationships among search terms, utilizing 
operators like AND, OR, and NOT. The Boolean Model is rooted in Boolean algebra and set 
theory. Each document is represented by the index terms assigned to it, with no indication of 
term importance (weights are binary, either 0 or 1) [2]. 

Formulation: 
F: Boolean logic over sets of terms and sets of documents 
D: set of words (indexing terms) in document that every term is either present (1) or absent 
(0). Q: A Boolean expression that contain terms that are indexed and operators are AND, OR, 
NOT 
R (q, d i ): Predicts relevant documents to a query expression if it satisfies the query 
expression, that every query terms specifies a group of documents containing the term: And 
(∧): The intersection of two sets, OR (∨): The union of two sets, Not (¬): Set inverse or really 
set difference 

Example: 

Doc1: "Artificial Intelligence is revolutionizing industries and technology." 

Doc2: "Machine learning is a subset of Artificial Intelligence." 

Doc3: "Robotics involves the design and creation of intelligent machines." 

Doc4: "Natural Language Processing enables computers to understand and respond to human 
language." 
Table 1: Bag of Words of Query Terms: 
Term Doc1 Doc2 Doc3 Doc4 

Artificial 1 1 0 0 

Intelligence 1 1 1 0 

Machine learning 0 1 0 0 

Robotics 0 0 1 0 

Natural Language 0 0 0 1 

Processing 0 0 0 1 

New Query Q: (Artificial ∧ Intelligence) ∨ (Machine learning ∧ Robotics) 
Updated Results: (Artificial ∧ Intelligence): Doc1, Doc2 
(Machine learning ∧ Robotics): No common documents 
Final Result: (Artificial ∧ Intelligence) ∨ (Machine learning ∧ Robotics): Doc1, Doc2 
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2.1.2 Vector Space Model: In information retrieval, the VSM uses vectors of weights to 
represent both documents and queries. Each weight corresponds to an index term in a 
document or a query. The weights are calculated from the frequency of the index terms in the 
document, the query, or the whole collection. When a query is made, the documents are sorted 
by the cosine similarity between their vectors and the query vector [3]. Let us explore this 
concept with an example: Consider three documents and a query: 
Document 1 (D1): "technology innovation" 
Document 2 (D2): "artificial intelligence development" 
Document 3 (D3): "machine learning applications" 
Query: "innovation in machine learning" 
Document Vectors Representation: 
The first step is to break down each document into individual words. Then, some words and 
symbols that are not relevant, such as stop words, punctuations, and special characters like 
#@$, are removed. After that, each document is converted into a vector of words. The 
following example shows how the document vectors look like. 
D1: (technology, innovation) 
D2: (artificial, intelligence, development) 
D3: (machine, learning, applications) 
Query: (innovation, machine, learning) 
The next step is to convert the vectors of words we created into numbers. This is called a term 
document matrix. 
Term Document Matrix: A term document matrix is a way of representing documents and 
words as numbers in a matrix. Each row of the matrix corresponds to a word, and each column 
corresponds to a document. The number in each cell indicates how many times the word 
appears in the document. If a word does not appear in a document, the number is zero. After 
making the term document matrix, we need to assign weights to each word in each document. 
The weights help us identify the words that are most relevant for each document [4]. One 
method to calculate the weights is called term frequency - inverse document frequency (tf-idf) 
using the formula in equation (1). This method gives higher weights to the words that are 
frequent in a document, but rare in other documents. It gives lower weights to the words that 
are common in many documents. This way, we can capture the uniqueness of each document 
based on its words. 

Tf-idf = tf x idf   (1) 
where, tf (Term Frequency) describes how often a word appears in a document idf (Inverse 
Document Frequency) and idf = log(N/df), where df is the number of documents that have the 
word. 
Tf-idf is a way of measuring how important a word is in a document, compared to other 
documents. It gives a higher score to words that are frequent in a document, but rare in other 
documents. It gives a lower score to words that are common in many documents. 
Table 2: TF scores of terms: 
 technol

ogy 
innovat
ion 

artific
ial 

intellige
nce 

develop
ment 

machi
ne 

learni
ng 

applicati
ons 
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D
1 

1 1 0 0 0 0 0 0 

D
2 

0 0 1 1 1 0 0 0 

D
3 

0 1 0 0 0 1 1 1 

Using the formula TF-IDF = TF * IDF, where TF is the term frequency, and IDF is the inverse 
document frequency. Calculate IDF values for each term: 
technology: log2(3/1) = 1.584, innovation: log2(3/2) = 0.584, artificial: log2(3/1) = 1.584, 
intelligence: log2(3/1) = 1.584, development: log2(3/1) = 1.584, machine: log2(3/2) = 0.584, 
learning: log2(3/2) = 0.584, applications: log2(3/1) = 1.584 
Table 3: TF-IDF scores of terms  

technol
ogy 

innovat
ion 

artific
ial 

intellige
nce 

develop
ment 

machi
ne 

learni
ng 

applicati
ons 

D
1 

1.584 0.584 0 0 0 0 0 0 

D
2 

0 0 1.584 1.584 1.584 0 0 0 

D
3 

0 0.584 0 0 0 0.584 0.584 1.584 

Table 4: TF-IDF Vector for the Query:  
technol
ogy 

innovat
ion 

artific
ial 

intellige
nce 

develop
ment 

machi
ne 

learni
ng 

applicati
ons 

Que
ry 

0 0.584 0 0 0 0.584 0.584 0 

 

Similarity Measures: cosine similarity: 
Cosine similarity is a way of measuring how similar two vectors are by looking at the angle 
between them. A vector is a list of numbers that represents some data, such as ratings, features, 
or words. The angle between two vectors shows how much they point in the same direction. 
The smaller the angle, the more similar the vectors are. The larger the angle, the more different 
the vectors are [4]. 
To calculate the cosine similarity, we use the formula in equation (2): 

 𝐬𝐢𝐦(𝐱, 𝐲) =  
𝐱⋅𝐲

∥𝐱∥∥𝐲∥
    (2) 

where x and y are the two vectors, x⋅y is the dot product of the vectors, and ∥x∥ and ∥y∥ are 
the lengths of the vectors. The dot product is the sum of the products of the corresponding 
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elements of the vectors. The length of a vector is the square root of the sum of the squares of 
its elements. 
The cosine similarity ranges from -1 to 1. A cosine similarity of 1 means that the vectors are 
identical, pointing in the same direction. A cosine similarity of 0 means that the vectors are 
perpendicular, pointing in opposite directions. A cosine similarity of -1 means that the vectors 
are opposite, pointing in opposite directions. The closer the cosine similarity is to 1, the more 
similar the vectors are. The closer the cosine similarity is to -1, the more different the vectors 
are. 
Cosine Similarity Calculation: Calculate the cosine similarity between each document vector 
and the query vector. 
CosSim(D1, Query) = 0.586, CosSim(D2, Query) = 0.586, CosSim(D3, Query) = 0.292 
The final order of documents presented as results to the query based on cosine similarity 
values would be: D1, D2, D3. 

2.2 Probabilistic models: 
2.2.1 The BM25 Algorithm: BM25 is a way of measuring how relevant a document is to a 
query, based on the terms they share. It is derived from a mathematical model of how likely a 
document is to be relevant, created by Stephen E. Robertson, Karen Spärck Jones, and others 
in the 1970s and 1980s. The name BM25 stands for best matching, and it was first used in a 
system called Okapi, hence the name Okapi BM255. BM25 assigns a score to each document 
based on how many times the query terms appear in it, and how important those terms are in 
the whole collection of documents. It does not care about the order or the distance of the terms 
in the document, only their frequency [6]. The formula for BM25 is in equation (3): 

score(𝑫, 𝑸) = ෎ IDF(𝒒𝒊) ⋅
𝒇(𝒒𝒊,𝑫)⋅(𝒌𝟏ା𝟏)

𝒇(𝒒𝒊,𝑫)ା𝒌𝟏⋅(𝟏ି𝒃ା𝒃⋅
∣𝑫∣

avgdl
)

𝒏

𝒊ୀ𝟏

    (3) 

Where D is a document, Q is a query, n is the number of terms in the query, qi is the i-th term 
in the query, IDF(qi) is the inverse document frequency of the term, which measures how rare 
or common it is in the collection, f(qi,D) is the term frequency of the term in the document, 
which measures how often it appears in the document, k1 and b are parameters that control 
the influence of term frequency and document length on the score, ∣D∣ is the length of the 
document, measured by the number of words and avgdl is the average document length in the 
collection. 
The formula sums up the contribution of each query term to the document score, weighted by 
their inverse document frequency and adjusted by their term frequency and document length. 
Example: 
D1: amazing smart phone, good camera, good battery life and have good specification. D2: 
Good picture quality and camera handling is good. 
D3: Good sound quality, good battery life, good for gaming and good performance. Query: 
(good, and, amazing). 
Total tokens: 32 and Document length (dl): D1- 12, D2- 8, D3- 12; qi is the ith query term. 
From above example our query is good, and, amazing where q0 is good, q1 is ‘and’ and q2 is 
amazing. 
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IDF(gi) stands for inverse document frequency of the i-th term in a query. It is a way of 
calculating how rare or common a term is in a set of documents. The formula for IDF(gi) is in 
equation (4): 
 

IDF(𝒈𝒊) = 𝐥𝐧 (𝟏 +
docCountି𝒇(𝒒𝒊)ା𝟎.𝟓

𝒇(𝒒𝒊)ା𝟎.𝟓
)   (4) 

where docCount is the number of documents in the set, and f(qi) is the number of documents 
that contain the i-th term. For example, if the term “good” appears in all 3 documents in the 
set, then f(qi) is 3, and IDF(gi) is: IDF(“good”) = ln(1+((3-3+0.5))/(3+0.5) ) =0.1335, 
IDF(“and”) = ln(1+((3-3+0.5))/(3+0.5) ) = 0.1335 
IDF(“amazing”) = ln(1+((3-1+0.5))/(1+0.5) ) = 0.4259 
The BM25 formula has several parts that affect how a document is scored for a query. These 
parts are: 
 |D| / avgdl: This is the ratio of the document length to the average document length in the 
collection. It reflects how long or short a document is compared to others. A longer document 
will have a larger ratio, which will lower its score. A shorter document will have a smaller 
ratio, which will increase its score. This is because a longer document is more likely to have 
terms that are not relevant to the query, while a shorter document is more focused on the query 
terms. 
 b: This is a parameter that controls how much the document length ratio influences the 
score. It ranges from 0 to 1. A larger b means that the document length ratio has more effect 
on the score. A smaller b means that the document length ratio has less effect on the score. If 
b is 0, then the document length ratio has no effect on the score. The default value of b is 0.75. 
 f(qi,D): This is the term frequency of the i-th query term in the document. It counts how 
many times the query term appears in the document. A higher term frequency means that the 
query term is more important in the document, and it will increase the score. A lower term 
frequency means that the query term is less important in the document, and it will decrease 
the score. 
 k1: This is a parameter that controls how much the term frequency influences the score. It 
is usually a positive number. A larger k1 means that the term frequency has more effect on 
the score. A smaller k1 means that the term frequency has less effect on the score. The default 
value of k1 is 1.2. 

2.2.2 Language Model: A language model is a way of estimating how likely a document is 
to produce a query, based on the words it contains. We want to calculate P(Q|Md), which is 
the probability of the query given the document’s language model [7]. 
To do this, we first need to estimate the probability of each word in the query under the 
document’s word distribution. A simple way to do this is to use the maximum likelihood 
estimate, which is in equation (5): 

𝒑ෝ𝒎𝒍(𝒕 ∣ 𝑴𝒅) =
𝒕𝒇(𝒕,𝒅)

𝒅𝒍𝒅
    (5) 

where tf(t,d) is how many times the word t appears in the document d, and dld is the total 
number of words in the document d. We assume that the words in the query are independent 
of each other, so we can multiply their probabilities to get the ranking score for the document 
as in equation (6): 
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ැ 𝒑ෝ𝒎𝒍(𝒕 ∣ 𝑴𝒅)
𝒕∈𝑸

    (6) 

However, this method has some problems. One problem is that it gives zero probability to any 
document that does not have all the words in the query, which is too harsh. Another problem 
is that it does not account for how common or rare the words are in the whole collection of 
documents. For example, cft is how many times the word t appears in the whole collection, 
and cs is the total number of words in the collection. A word that is very rare in the collection 
should have a higher probability than a word that is very common, because it is more 
informative. 
To solve these problems, we need to use a more robust estimate of the word probability, which 
is in equation (7): 

𝒑ෝ𝒂𝒗𝒈(𝒕) =
෍ 𝒑ෝ𝒎𝒍൫ 𝒕∣∣𝑴𝒅 ൯

𝒅:𝒕∈𝒅

𝒅𝒇𝒕
   (7) 

where dft is how many documents contain the word t. This estimate is based on the average 
probability of the word across all the documents that have it, which is more reliable than the 
probability from a single document. However, this estimate also has a problem. It does not 
distinguish between documents that have different frequencies of the word. For example, a 
document that has the word t ten times should have a higher probability than a document that 
has the word t only once. 
To address this problem, we need to use a risk function that measures how risky it is to use 
the average probability for a given document. The risk function is in equation (8): 

𝑹෡𝒕,𝒅 = (
𝟏

𝟏ା𝒇𝒕
)𝒕𝒇(𝒕,𝒅)ି𝒇𝒕 ⋅ (𝟏 + 𝒇𝒕)   (8) 

where ft is the average frequency of the word t in the documents that have it, which is p^avg
(t)⋅dld. The risk function is based on the geometric distribution, which models how likely it is 
to observe a certain number of successes in a sequence of independent trials. The intuition is 
that the more the document’s frequency of the word deviates from the average frequency, the 
riskier it is to use the average probability. 
Now, we can use the risk function to combine the maximum likelihood estimate and the 
average estimate, using the following formula in equation (9): 

  (9) 
 

This formula gives a smoothed estimate of the word probability, which balances between the 
document-specific and the collection-wide information. If the word is present in the document, 
it uses a weighted average of the two estimates, where the weight is determined by the risk 
function. If the word is absent from the document, it uses the collection frequency as a 
fallback. 
Finally, we can use this smoothed estimate to calculate the probability of the query given the 
document’s language model, using the following formula in equation (10): 

𝑷(𝑸 ∣ 𝑴𝒅) = ැ 𝒑ෝ(𝒕 ∣ 𝑴𝒅)
𝒕∈𝑸

⋅ ැ (𝟏 − 𝒑ෝ(𝒕 ∣ 𝑴𝒅))
𝒕∉𝑸

   (10) 
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This formula considers both the words that match and the words that do not match the query. 
We use this formula to rank the documents according to their relevance to the query. 
Example: 
D1: amazing smart phone, good camera, good battery life and have good specification. D2: 
Good picture quality and camera handling is good. 
D3: Good sound quality, good battery life, good for gaming and good performance. Query: 

(good, and, amazing). Total tokens: 32, Document length (dld) : D1- 12, D2- 8, D3- 12; Here 
we shows calculations for some tokens: 

Maximum likelihood estimates of the probability of term ‘good’ in document di: 
Pml(good|md1) = 3/12= 0.25, Pml(camera|md1) =1/12= 0.083 Pml(good|md2) = 2/8= 0.25, 

Pml(camera|md2) = 1/8= 0.125, Pml(good|md3) = 4/12 = 0.33, Pml(camera|md3) 

=0/12=0(because no word camera in d3) 

Estimate: Pavg(good)= [(3/12)+(2/8)+(4/12)] / 3 = 0.277, Pavg(camera) =[(1/12)+(1/8)] / 2 = 

0.104 

Risk factor: 
R(good|d1) = (1.0/(1.0+(0.277 x 12))) x ((0.277 x 12)/ (1+(0.277 x 12))3) = 0.105 
R(good|d2) = (1.0/(1.0+(0.277 x 8))) x ((0.277 x 8)/ (1+(0.277 x 8))2) = 0.148 
R(good|d3) = (1.0/(1.0+(0.277 x 12))) x ((0.277 x 12)/ (1+(0.277 x 12))4) = 0.081 
R(camera|d1) = (1.0/(1.0+(0.104 x 12))) x ((0.104 x12)/ (1+(0.104 x 12))) = 0.247 
R(camera|d2) = (1.0/(1.0+(0.104 x 8))) x ((0.104 x8)/ (1+(0.104 x 8))) = 0.249 
 

Now we will use this risk function as a mixing parameter in our calculation of P(t|md1). 
P(camera|md1)= (0.083)(1.0 -0.247) x (0.104)(0.247) = 0.087, P(camera|md2)= (0.125)(1.0 -0.249) x 

(0.104)(0.249) = 0.119, P(camera|md3)= 2/32 =0.063 
Like this we must calculate for every token in whole corpus. The results are shown in 
Table-5. 
Table 5: Score of terms in document at each stage of LM model 

Token Pml(t|m

d1) 

Pml(t|m

d2) 

Pml(t|m

d3) 

Pavg
(t) 

R(t|d

1) 

R(t|d

2) 

R(t|d

3) 

P(t|m

d1) 

P(t|m

d2) 

P(t|m

d3) 

Amazing 0.083 0 0 0.083 0.25 - - 0.083 0.031 0.031 

Smart 0.083 0 0 0.083 0.25 - - 0.083 0.031 0.031 

Phone 0.083 0 0 0.083 0.25 - - 0.083 0.031 0.031 

Good 0.25 0.25 0.33 0.277 0.105 0.148 0.081 0.252 0.254 0.325 

Camera 0.083 0.125 0 0.104 0.249 0.249 - 0.087 0.119 0.063 

Battery 0.083 0 0.083 0.083 0.25 - 0.25 0.083 0.063 0.083 

Life 0.083 0 0.083 0.083 0.25 - 0.25 0.083 0.063 0.083 

And 0.083 0.125 0.083 0.097 0.136 0.246 0.249 0.084 0.093 0.083 

Have 0.083 0 0 0.083 0.25 - - 0.083 0.031 0.031 

Specificat 0.083 0 0 0.083 0.25 - - 0.083 0.031 0.031 
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ion 

Picture 0 0.125 0 0.125 - 0.25 - 0.031 0.125 0.031 

Quality 0 0.125 0.083 0.069 - 0.229 0.248 0.063 0.086 0.079 

Handling 0 0.125 0 0.125 - 0.25 - 0.031 0.125 0.031 

Is 0 0.125 0 0.125 - 0.25 - 0.031 0.125 0.031 

Sound 0 0 0.083 0.083 - - 0.25 0.031 0.031 0.083 

For 0 0 0.083 0.083 - - 0.25 0.031 0.031 0.083 

Gamming 0 0 0.083 0.083 - - 0.25 0.031 0.031 0.083 

Performa
nce 

0 0 0.083 0.083 - - 0.25 0.031 0.031 0.083 

 
P(Q|md1) = (0.083 x 0.252 x 0.084) x (1-0.083)6 x (1- 0.087) x (1- 0.031)7 x (1-0.063) = 
0.00073 
P(Q|md2) = (0.031 x 0.254 x 0.093) x (1-0.031)8 x (1-0.119) x (1-0.063)2 x (1-0.125)3 x (1-

0.086) = 0.00027, P(Q|md3) = (0.031 x 0.325 x 0.083) x (1-0.031)7 x (1-0.063) x (1-0.079) x 

(1-0.083)6 = 0.00035 
From this calculation our given query is more relevant to document1. Then document 3, then 
document2. 
 

2.3 Combining Evidence 
2.3.1 Inference Network Model: A Bayesian inference network is a graphical model that 
uses Bayesian logic to compute the probabilities of different outcomes based on the available 
evidence. It is composed of nodes and edges, where nodes represent variables or constants, 
and edges represent causal or conditional relationships between variables. A node p that causes 
or affects another node q is connected by a directed edge (->) from p to q. The graph is acyclic, 
meaning that there are no loops or cycles in the network. 
A Bayesian inference network can be used for ranking purposes, where it combines multiple 
sources of evidence to determine the relevance of different items. As shown in Figure 3, the 
network consists of two sub-networks: the document network and the query network [8]. 

Figure 3: Basic document inference network 
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Document Network: The document network represents the items that we want to rank, such 
as documents, web pages, or products. It has three types of nodes: document nodes (di’s), 
document content nodes (ti’s), and concept nodes (rk’s). The document nodes are the items 
that we want to rank. The document content nodes are the words or features that describe the 
items. The concept nodes are the abstract or latent topics that capture the meaning of the items. 
The edges between the nodes have weights or probabilities that indicate how strongly the 
nodes are related. The value of a node depends on the values of its parent nodes and the 
probabilities on the edges [15]. 
Query Network: The query network represents the user’s information need, which is 
expressed as a text query. It has three types of nodes: query concept nodes, query operator 
nodes, and a final leaf node. The query concept nodes are the words or features that describe 
the user’s need. The query operator nodes are the logical operators that combine the query 
concepts, such as AND, OR, or NOT. The final leaf node is the user’s information need, which 
is the goal of the network [1]. 
To rank the items, the query network is attached to the document network, forming a complete 
inference network. The attachment is done by matching the concepts in both networks. Then, 
the network is evaluated for each document node, computing the probability of the document 
being relevant to the query. The evaluation is done by setting one document node to one and 
the rest to zero, and propagating the values through the network. The probability of document 
relevance is obtained from the final node I, and this is used to rank the documents [4]. 
For example, Let us say we have a collection of documents about different topics, such as 
sports, politics, science, etc. We want to rank the documents according to how relevant they 
are to a query, such as “Who won the Nobel Prize in Physics in 2020?”. 
The document network has three types of nodes: document nodes (D1, D2, …, Dn), topic 
nodes (T1, T2, …, Tm), and word nodes (W1, W2, …, Wk). The document nodes represent 
the documents that we want to rank. The topic nodes represent the latent topics that the 
documents belong to, such as sports, politics, science, etc. The word nodes represent the words 
that appear in the documents, such as “Nobel”, “Prize”, “Physics”, etc. 
The edges between the nodes have probabilities that indicate how strongly the nodes are 
related. For example, the edge from T1 to D1 has a probability of 0.8, which means that 
document D1 has an 80% chance of belonging to topic T1. The edge from W1 to T1 has a 
probability of 0.6, which means that the word W1 has a 60% chance of appearing in a 
document that belongs to topic T1[2]. 
The query network has two types of nodes: query word nodes (Q1, Q2, …, Ql) and a final leaf 
node (I). The query word nodes represent the words that appear in the query, such as “Who”, 
“won”, “Nobel”, etc. The final leaf node represents the user’s information need, which is the 
goal of the network. 
The edges between the nodes have probabilities that indicate how likely the query words are 
to match the document words. For example, the edge from Q1 to W1 has a probability of 0.9, 
which means that the query word Q1 has a 90% chance of matching the document word W1. 
To rank the documents, the query network is attached to the document network, forming a 
complete inference network. The attachment is done by matching the query words to the 
document words. For example, Q1 is matched to W1, Q2 is matched to W2, etc [6]. 
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Then, the network is evaluated for each document node, computing the probability of the 
document being relevant to the query. The evaluation is done by setting one document node 
to one and the rest to zero, and propagating the values through the network. The probability 
of document relevance is obtained from the final node I, and this is used to rank the documents. 
For example, to evaluate the relevance of document D1, we set D1 to one and the rest of the 
document nodes to zero. Then, we calculate the values of the topic nodes, the word nodes, the 
query word nodes, and the final node I, using the probabilities on the edges. The value of the 
final node I is the probability of document D1 being relevant to the query, which is 0.324 in 
this case. We repeat this process for each document node and rank them according to their 
probabilities [8]. 

2.3.2 Learning to Rank Model: Learning to rank (LTR) is a branch of machine learning 
that deals with ranking problems in search relevance. Ranking problems are those where the 
goal is to order a set of items according to some criteria, such as relevance to a query, 
popularity, or quality. LTR methods use supervised learning techniques to learn a ranking 
function F from training data, which consists of queries and documents with some relevance 
scores or judgments. The ranking function F can then be used to rank new documents for new 
queries, based on some performance measures P and some requirements R [9]. The general 
process of learning to rank model can be illustrated in Figure -4. 

Figure-4: procedure to building learn to rank model 

 
There are three main types of LTR methods, depending on how they treat the ranking problem: 
pointwise, pairwise, and listwise. Pointwise: Pointwise methods treat the ranking problem as 
a regression or classification problem, where each document is assigned a score or a label 
based on how relevant it is to the query. The documents are then sorted by their scores or 
labels to produce a ranking list. The advantage of pointwise methods is that they are simple 
and efficient, but the disadvantage is that they ignore the dependencies and interactions 
between the documents in the ranking list. Pairwise: Pairwise methods treat the ranking 
problem as a preference learning problem, where the goal is to learn the relative order of pairs 
of documents for a given query. The documents are compared in pairs, and a binary judgment 
is made on which one is more relevant [9]. The ranking function F is then learned to minimize 
the number of disagreements or inversions between the predicted and the true preferences. 
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The advantage of pairwise methods is that they capture the ordinal nature of the ranking 
problem, but the disadvantage is that they still ignore the global structure of the ranking list 
[22]. Listwise methods treat the ranking problem as a structured learning problem, where the 
goal is to learn the optimal ranking list for a given query. The ranking function F is learned to 
directly optimize a list-level performance measure, such as normalized discounted cumulative 
gain (NDCG) or expected reciprocal rank (ERR). The advantage of listwise methods is that 
they consider the whole ranking list as a unit, but the disadvantage is that they are more 
complex and computationally expensive than the other methods [7,8]. 
 

3. COMPARISION OF INFORMATION RETRIEVAL MODELS 
The provided table outlines a comparison of four different Information Retrieval (IR) models: 
Boolean Model, Vector Space Model (VSM), BM25, and Language Modeling (LM).  Detailed 
description of each model is shown in Table 6: 
 
Table-6: comparison of IR models 

Properties Boolean VSM BM25 LM 

Matching 
w.r.t 

query 

Exact matching Partial matching Partial matching Partial matching 

Precision Retrieve 
document only 
if query
 exac
tly matches t o  
t h a t  

document. 

Retrieve according 
to document weight. 

Retrieve according 
to term occurrence 
probability w.r.t 
individual 
documents 

Retrieve according 
to term occurrence 
probability w.r.t 
individual 
documents 

and total documents 

Ranking There is no 
ranking in 
Boolean model 

Ranking provided 
according to 
similarity between 
document and query 

ranks a set of 
documents based 
on the query terms 
appearing in each 
document 

ranks a set of 
documents based on 
the query terms 
appearing in each 
document and 
whole 

corpus. 

Real time 
applications 

Boolean model 
gives average 
performances in 
real time 
applications 

Vector space model 
give better 
performance than 
Boolean model in real 
time system because 
it uses partial 
matching. 

BM25 model gives 
good performance 
in real
 ti
me 

applications. 

LM model gives 
better performance 
than BM25 model 
because there is no 
zero probability in 
document score. 
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Pros Clear formalism 
and easy to 
implement. 

Simple and fast 
model based on linear 
algebra and allows 
computing a 
continuous degree of 
similarity between 
queries and 
documents. 

It performs very 
well in many ad-
hoc retrieval tasks, 
especially those 
designed by 
TREC. 

Conceptually 
simple and 
explanatory, formal 
mathematical 
model and Natural 
use of collection 
statistics, not 
heuristics (almost 
… ) 

Cons Exact matching 
may retrieve too 
many or too less 
numb
 
of 

documents, 
Difficult to 
rank and 
Difficult to 
translate a 
query into a
 Boolean 
expression. 

Long documents are 
poorly represented, 
because they have 
poor similarity values
 and 

documents with 
similar context but 
different term 
vocabulary won't be 
associated, resulting 
in    a "false 
negative match". 

It is full of 
heuristics. This 
fact makes it hard 
to extend this 
framework. This is 
why the language 
modeling 
framework 
becomes popular. 

Our language 
models are accurate 
representations of 
the data. have some 
sense of term 
distribution 

 
4. IR Metrics: 
Information retrieval (IR) is used to fetching the relevant documents to given query. Here we 
discus about list evaluation metric that can be used to measure performance of IR system [10].  
4.1 Metrics for unranked retrieval systems: 
All these definitions are same as that for classification. However they have some specific 
characteristics for IR system. 
Precision: Precision is defined as the fraction of the number of relevant and retrieved documents 
to the number of total retrieved documents from the query [11]. 

Precision = (relevant items retrieved) / (retrieved items) 

Recall: Recall is defined as fraction of the number of retrieved and relevant documents to the 
number of possible relevant documents. 

Recall = (relevant items retrieved)/ (relevant items) 
F-Measure: F-Measure is a weighted harmonic mean of precision and recall. 

F = 2PR/ (P+R) 
where P represents Precision and R represents recall. 

4.2 Metrics for ranked retrieval system: 
Precision recall curves: In classification we plot ROC by changing the threshold values of 

binary classification. In IR system we plot it by changing no of documents retrieved. 
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11 point interpolated average precision: For the recall values of (0,0.1,0.2,…,0.9,1.0) we 
have to find the precision and average it. 
NDCG: NORMALIZED DISCOUNTED CUMULATIVE GAIN (NDCG), IT CONTAINS 

CUMULATIVE GAIN AT EACH POSITION WHICH IS DISCOUNT BY POSITION AND IS 

NORMALIZED. NDCG RANGE IN BETWEEN 0 TO 1. FOR PERFECT RANKING MODEL VALUE OF 

NDCG IS 1. 
 

5. RESULTS: 
IN THIS PAPER WE USE PHONE REVIEWS DATASETS OF SIZE 500 AND 1000 DOCUMENTS, 
WHICH ARE COLLECTED FROM KAGGLE. UNRANKED IR METRICS FOR ALL MODELS SHOWN 

IN TABLE 7: 
Table 7: Results comparison of IR models using unranked metrics 

Algorithm
s/ Metrics 

Boolean VSM BM25 LM 

1000 docs 500 docs 1000 docs 500 docs 1000 docs 500 docs 1000 docs 500 docs 

Prcesion 0.17 0.20 0.35 0.30 0.52 0.50 0.56 0.53 

Recall 0.25 0.25 0.52 0.37 0.67 0.44 0.68 0.51 

f-measure 0.21 0.22 0.42 0.33 0.58 0.47 0.59 0.52 

Relavent 450 321 450 321 450 321 450 321 

Retrived 664 399 664 280 580 290 597 310 

Rrd 115 81 238 140 300 161 308 166 
 
 
The table compares the performance of four Information Retrieval (IR) models (Boolean, 
VSM, BM25, LM) across different document sizes (1000, 500) using unranked metrics such 
as Precision, Recall, and F-measure. BM25 consistently shows higher Precision and Recall 
values, indicating balanced performance. The Relevant and Retrieved documents (Rrd) 
column provides insights into the overlap between relevant and retrieved documents[26]. 
These metrics offer a concise evaluation of each model's effectiveness under varying 
conditions, aiding in informed model selection for specific retrieval goals [11]. 
Results for ranked IR models: 
Table-8 presents a comprehensive comparison of the ranked precision and recall values for 
three Information Retrieval (IR) models, VSM, BM25, and LM across two scenarios with 500 
and 1000 documents. Each column corresponds to a specific rank, while the rows depict 
precision and recall values for each model at that rank. Notably, VSM consistently achieves 
the highest precision in the 500-document scenario, while BM25 exhibits strong and 
consistent performance, particularly in the 1000-document setting. LM also demonstrates 
competitive precision and recall values, showcasing its effectiveness. The table offers a 
nuanced view of how these models perform at different ranks, aiding in the understanding of 
their strengths and weaknesses in ranked information retrieval tasks [15]. 

Table-8: Rank wise precision and recall values of different IR models. 

 500 documents 1000 documents 
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Ran
k 

VSM BM25 LM VSM BM25 LM 

precisi
on 

Reca
ll 

precisi
on 

Reca
ll 

precisi
on 

Reca
ll 

precisi
on 

reca
ll 

precisi
on 

reca
ll 

precisi
on 

Reca
ll 

1 1.0 0.20 1.0 0.14 1.0 0.14 1 0.25 1 0.17 1 0.14 

2 0.50 0.20 0.50 0.14 0.50 0.14 0.5 0.25 0.50 0.17 1 0.29 

3 0.33 0.20 0.33 0.14 0.67 0.28 0.67 0.5 0.33 0.17 1 0.43 

4 0.25 0.20 0.25 0.14 0.75 0.42 0.75 0.75 0.50 0.33 1 0.57 

5 0.40 0.40 0.40 0.28 0.60 0.42 0.6 0.75 0.60 0.50 0.80 0.57 

6 0.50 0.60 0.50 0.42 0.67 0.57 0.5 0.75 0.67 0.67 0.83 0.71 

7 0.42 0.60 0.57 0.57 0.71 0.71 0.43 0.75 0.71 0.83 0.71 0.71 

8 0.50 0.80 0.62 0.71 0.62 0.71 0.38 0.75 0.62 0.83 0.75 0.85 

9 0.55 1.0 0.66 0.85 0.67 0.85 0.44 1 0.56 0.83 0.77 1 

10 0.50 1.0 0.70 1.0 0.70 1.0 0.4 1 0.60 1 0.70 1 
 

11 point interpolated average precision 

Table-9 provides the precision-recall values at specific recall points for two scenarios with 
500 and 1000 documents, representing the performance of ranked IR models—Vector Space 
Model (VSM) and BM25. The recall values range from 0.0 to 1.0, and corresponding precision 
values for each model are reported  

at these recall points. Notably, the table showcases how the precision-recall curve evolves for 
both models[12]. The 11-point Interpolated Average Precision (AP) is calculated to 
summarize the overall performance. BM25 consistently demonstrates higher precision values 
across various recall points, resulting in a higher overall AP compared to VSM. The values 
indicate the effectiveness of BM25 in balancing precision and recall at different thresholds, as 
reflected in the precision-recall curve depicted in Figure 5. This detailed analysis provides 
insights into the models' performance across the spectrum of recall levels, aiding in a nuanced 
evaluation of their effectiveness in ranked retrieval tasks [24]. 

Table -9: 11-point precision recall values of ranked IR models 

 
500 

documents 
1000 

documents 
 

500 
documents 

1000 
documents 

 

Recall VSM BM25 Recall VSM BM25 Recall 

0.0 1 1 0.0 1 1 0.0 

0.1 1 1 0.1 1 1 0.1 

0.2 0.55 0.70 0.2 0.55 0.70 0.2 

0.3 0.55 0.70 0.3 0.55 0.70 0.3 

0.4 0.55 0.70 0.75 0.75 0.71 1 

0.5 0.55 0.70 0.71 0.60 0.71 0.83 
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Figure 5: precision-recall curve 

 
Table 10 presents a metrics comparison of Information Retrieval (IR) models—VSM, BM25, 
and LM. based on the NDCG score. The NDCG scores are calculated for the top 10 ranking 
documents of each model across different document counts, ranging from 100 to 1000. The 
scores indicate the effectiveness of each model in retrieving relevant documents as the dataset 
size increases. BM25 consistently achieves high NDCG scores across various document 
counts, suggesting its robust performance in ranking relevant documents. VSM and LM also 
exhibit competitive scores, with all models demonstrating an improvement in NDCG as the 
document count increases. The accompanying Figure 6, a bar chart, visually represents this 
metrics comparison, providing a clear overview of how the NDCG scores vary for each IR 
model across different dataset sizes. Overall, this analysis offers valuable insights into the 
models' relative effectiveness in handling varying document volumes [20,25]. 

Table 10: Metrics Comparison of IR models with different count of dataset. 

0.6 0.55 0.70 0.71 0.50 0.71 0.83 

0.7 0.55 0.70 0.71 0.44 0.71 0.77 

0.8 0.55 0.70 0.70 0.44 0.71 0.77 

0.9 0.55 0.70 0.70 0.44 0.62 0.77 

1.0 0.5 0.70 0.70 0.40 0.62 0.70 

AP 0.63 0.75 0.77 0.64 0.75 0.87 

Doc count/ 

Algorithms 

100 200 300 400 500 600 700 800 900 1000 

VSM 0.874 0.880 0.898 0.940 0.938 0.953 0.967 0.971 0.986 0.993 

BM25 0.888 0.890 0.942 0.945 0.956 0.967 0.983 0.986 0.984 0.993 

LM 0.893 0.897 0.944 0.949 0.967 0.971 0.983 0.989 0.989 0.997 
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Figure 6: Bar chat of metrics comparison of IR models 

6. CONCLUSION  
In conclusion, Information Retrieval (IR) plays a crucial role in efficiently retrieving data from 
extensive document collections based on user needs. This paper extensively explores various IR 
models employed for this purpose. The initial focus involves defining Information Retrieval and 
outlining the classification of IR models. Subsequently, each category is detailed, providing an 
explanation of methods and elucidating Boolean and probabilistic models through illustrative 
examples. A comparative analysis between Boolean and probabilistic models is then conducted. 
Practical implementation of these models is demonstrated using Python on datasets containing 
phone reviews of varying sizes, and the results are thoroughly analyzed. The comparison 
involves both ranked and unranked IR metrics. The findings indicate that the Boolean model is 
effective for small to medium-sized datasets, while probabilistic models outperform Boolean 
models. Specifically, the BM25 model demonstrates faster retrieval compared to the LM model, 
but LM retrieves a higher number of relevant documents compared to BM25. This 
comprehensive exploration sheds light on the strengths and limitations of different IR models, 
providing valuable insights for their practical application in real-world scenarios. 
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