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ABSTRACT 

Multimodal data analysis, essential for processing information from diverse modalities like 
text and images, plays a crucial role in applications involving both these elements. As 
sentiment analysis gains popularity and multimedia data becomes ubiquitous, the integration 
of images and text proves beneficial across various fields such as image retrieval, image 
captioning, sentiment analysis, and recommender systems. In this study, we apply multiple 
image search methods, focusing on both visual and textual aspects. The primary objective is to 
analyze features in texts and images for the retrieval of relevant images. Our approach revolves 
around a tripartite strategy. Firstly, we use text input vectors to retrieve images from extensive 
databases. Secondly, we compare text input vectors with combined text-image vectors. Thirdly, 
we propose directly comparing fused text and image input vectors of the given query input 
vectors with fused vectors in the database. This multifaceted approach enables us to explore 
the relationships between textual and visual elements comprehensively. Our work concentrates 
on two tasks: individual feature extraction using encoding techniques and fusion strategies to 
concatenate both text and image vectors. Addressing the need to capture detailed information, 
we incorporate visual and semantic features into our work. Natural language processing 
(NLP) and convolutional neural networks (CNNs) are employed to extract features from text 
and image data, respectively. After feature extraction, the features from multimodalities are 
fused using concatenation methods in our proposed Holistic Fusion Retrieval (HFR) model. 
This fusion of features enhances the relevance of extracted images, providing a more com- 
prehensive representation of the underlying data. Our model (HFR) excels over other methods 
in performance, achieving an impressive average accuracy of 93% across five different 
contexts. This underscores its effectiveness in diverse scenarios and showcases its superiority 
in comparison to existing approaches. 

Keywords: multimodal, feature extraction, fusion techniques 

I. INTRODUCTION 

The recent extraordinary progress in deep learning has propelled Computer Vision (CV) and 
Natural Language Processing (NLP) to new heights, achieving remarkable advancements in 
various complex tasks. In the realm of computer vision, substantial breakthroughs have been 
made in visual content classification [1], object detection [2], semantic segmentation [3], and 
more. These achievements stem from leveraging large annotated datasets or implementing 
self-supervision techniques [4] on extensive unlabeled data. Simultaneously, in the field of 
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NLP, there has been a surge of interest in addressing multiple tasks concurrently through 
unsupervised pretraining of language models [5],[6],[7],[8] using extensive unlabeled corpora. 
However, there is a notable and growing enthusiasm for tackling challenges that necessitate 
the integration of linguistic and visual information, bridging the gap between traditionally 
distinct domains of computer vision and NLP. In multimedia data analysis, the synergy 
between textual and visual information has been a driving force in enhancing various 
applications, including image retrieval [9]. The advent of sentiment analysis [10], [11], a natural 
language processing technique aimed at discerning emotions and attitudes ex- pressed in text, 
offers a new dimension to the intricate field of relevant image retrieval [12]. Sentiment analysis 
enables us to extract the semantic content of textual descriptions associated with images and 
the emotional tone embedded within them which helps in refining the relevance of image 
search results. By integrating text and image features [13], we can craft a more nuanced 
representation that captures the visual content and the emotional narrative of images to further 
improve sentiment analysis. Traditional image retrieval methods often fail to capture the 
nuanced emotional and semantic dimensions embedded within images. Similarly, sentiment 
analysis that heavily relies on textual data may miss out on the valuable visual context 
presented in images. By integrating both modalities, we stand to enrich sentiment analysis 
with a comprehensive understanding of both visual aesthetics and textual context [14], [15], 
[16]. 

Feature extraction is a cornerstone of multimodal analysis [17] serving as the foundation for 
deeper analysis and retrieval. NLP techniques are employed for textual data to distill semantic 
meaning and sentiment polarity. On the other hand, Convolutional Neural Networks (CNNs) 
are utilized to extract intricate visual features from im- ages. These techniques enable the 
translation of unstructured data into meaningful representations, facilitating subsequent fusion 
and analysis. The fusion of multimodal features constitutes a key highlight of this research. 
Various fusion techniques, ranging from early fusion to late fusion and attention mechanisms 
[18], [19], offer avenues for harmonizing text and image data. 

In our work, we use conventional encoding techniques to extract features from text and 
convolutional encoder techniques for extracting features from images. An early fusion strategy 
is employed to combine information from different modalities. The amalgamation of these 
modalities bridges the semantic gap and elevates the precision and relevance of content 
retrieval. The main goal is to identify the most effective techniques for retrieving relevant 
images in real- world contexts. This involves surpassing the longstanding separation between 
conventional domains and promoting a more seamless integration of linguistic and visual 
information. We will organize the remaining paper as follows: Section III outlines the related 
work on multimodal analysis, Section IV presents the methodology for building an image 
retrieval system based on multimodal systems. Finally, the results and discussions are 
presented in Section V, and the conclusions and future scope are given in Section VI. 

II. RELATED WORK 

Multimodal systems have transformed sentiment analysis and recommendation systems by 
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combining different data sources and enhancing traditional approaches. Multimodal sentiment 
analysis detects emotions expressed through multiple channels, including facial expressions, 
images, and text. It acknowledges that emotions can be conveyed both verbally and visually. 
Lots of studies have found that using different types of information together (like pictures, 
text, and numbers) [20] is better than using just one type. In real- world scenarios, situations 
frequently entail a combination of diverse data types. For instance, one might encounter 
a dataset for predicting prices alongside another containing medical records. This diversity in 
data types underscores the complexity of real-world applications, requiring adaptable and 
integrative approaches to effectively handle and analyze disparate data sources. Faliang Huang 
et al. [21] discuss various approaches for combining textual, visual, and acoustic modalities for 
sentiment classification and present datasets and evaluation metrics commonly used in the 
field. Jie Xu et al. [22] propose various fusion architectures to integrate information from 
different modalities to understand sentiment and emotions comprehensively. These 
architectures combine modalities such as text, image, audio, and video to capture 
complementary cues and enhance the overall sentiment analysis performance. Zadeh et al. [23] 
focus on an entity-sensitive attention and fusion network to effectively model the intra- 
modality and inter-modality interactions. Hongyu Zho et al. 

[24] aim to comprehensively review recent research efforts related to multimodal 
recommendation systems. Their work outlines a clear pipeline covering commonly used 
techniques at each step, classifies models based on methods employed, and provides a code 
framework for new researchers to understand principles. Stuart J Miller et al. [25] propose a 
method for integrating natural language understanding into image classification to enhance 
classification accuracy. In recent years, researchers and practitioners have made substantial 
progress in various domains by analyzing and understanding individual data modalities, such as 
text, images, and audio. As Computer Vision and Natural Language Processing (NLP) gained 
momentum in recent technological developments, cross-modal network learning for image-text 
similarity assumes a crucial role in query-based image retrieval tasks, and the application of 
image-text semantic mining can be harnessed effectively using cross-modal networks. T 
Abdullah et al. [26] highlight the growing significance of image-text matching in bridging the 
gap between heterogeneous visual and textual data. The paper offers an overview of recent 
advancements in image- text matching, focusing on deep architectures. 

III. METHODOLOGY 

The methodology covers three different ways of methods in retrieving relevant images and 
the evaluation process for multimodal data analysis. We build a model for retrieving relevant 
images from a multimodal input containing both an image and text component. In the proposed 
workflow of our research, we delineate two crucial phases: feature extraction and fusion logic, 
tailored for multimodal data analysis. The feature extraction phase encompasses the extraction 
of both text and image features. Subsequently, we employ fusion strategies that amalgamate 
these heterogeneous feature sets into a single unified representation. This fusion logic seeks 
to exploit the synergy between textual and visual modalities, enabling a seamless integration 
of information early in the pipeline. The resulting fused representation serves as a com- 
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prehensive descriptor, facilitating more robust and informed downstream analysis, such as 
image retrieval. 

A. Feature Extraction 

It is a pivotal step in machine learning, involving the transformation of raw data into 
meaningful features tailored for optimal model input. An overview of feature extraction 
techniques for text encoding and image encoding reveals a diverse set of methods employed to 
distill key information from textual and visual data, enhancing the effectiveness of subsequent 
analysis and machine learning models. 

Text Encoding: Text data, being inherently unstructured, is typically converted into vector 
representations for use as input in various machine learning models. Specifically focusing on 
text encoding techniques such as word embedding and contextual word embedding techniques, 
that capture semantic information and relationships among words. 

Word Embeddings: Juan Ramos et al. [27] describe the main recent strategies for building 
fixed-length, dense, and distributed representations for words, capturing semantic relationships 
between terms using techniques like Word2Vec and GloVe. 

The GloVe (Global Vectors for word representation) [28] algorithm initiates its process by 
constructing a word-word co- occurrence matrix from a given corpus. This matrix captures the 
frequency with which words appear together within a fixed- sized context window. 
Subsequently, the algorithm initializes word vectors and bias terms for each word present 
in the vocabulary. The core of the GloVe algorithm lies in defining an objective function aimed 
at learning word vectors. These vectors, when their dot product is taken, should equal the 
logarithm of the probability of word co-occurrence. The iterative refinement process of GloVe 
involves adjusting the word vectors and biases to minimize the defined objective function. As 
a result of this iterative refinement, the word vectors generated by GloVe encapsulate semantic 
relationships and syntactic structures. The GloVe objective function shown in Equation (1) is 
designed to learn word embeddings that capture semantic relationships based on the global co-
occurrence statistics of words in a corpus. 

𝑱 = ෍ 𝒇(𝑿𝒊𝒋)(𝒘𝒊
𝑻 𝒘෥ 𝒋 + 𝒃𝒊 + 𝒃෩𝒋 − 𝐥𝐨𝐠 (𝑿𝒊𝒋))𝟐

𝒊,𝒋ୀ𝟏
                        (1) 

Where, J is the overall cost function and V is the size of the vocabulary. Xij represents the 
word co-occurrence count for words i and j. wi  and wj  are the word vectors and bi  and bj 
are bias terms. f (Xij) is a weight function defined as, 

     

where Xmax is a chosen threshold and α is a hyperparameter. 
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Contextual Word Embeddings: The contextual word embeddings involve utilizing models 
like BERT (Bidirectional Encoder Representations from Transformers) and USE (Uni- versal 
Sentence Encoder) that can capture the meaning of words based on their context within a 
sentence or document. Pre-training BERT [29] captures word meaning in a context-sensitive 
manner. It aims to learn contextualized representations of words that capture their meaning in 
the context of the sentence or document. This bidirectional context and dual pre-training 
objectives empower BERT to capture intricate nuances of language, providing contextualized 
word embeddings that outperform previous models on a myriad of downstream tasks. 

The Universal Sentence Encoder (USE) model [25] utilizes a type of encoding known as 
sentence embedding or semantic encoding. Sentence embedding involves converting variable-
length sequences of words (sentences or phrases) into fixed-size vectors while preserving 
semantic meaning. The architecture of the USE model is based on deep learning and it 
employs a combination of recurrent and transformer neural network components. The model 
is trained on a diverse range of data to understand the semantic relationships between words and 
phrases. Once trained, the USE model is capable of producing fixed-size vector representations 
(embeddings) for input sentences, capturing their semantic content. 

In the process of text feature extraction, our primary emphasis is on enhancing the 
representation of textual content for downstream tasks, as depicted in Figure 1. Utilizing 
established pre-trained models like GloVe, USE, and BERT, we generate embeddings to 
capture the intricate semantic information embedded in the text. This contributes to elevating 
model performance, ensuring more accurate and refined results in subsequent tasks. 

Image Encoding: Image encoding plays a pivotal role in computer vision tasks, converting 
raw visual data into meaningful numerical representations that can be efficiently processed 
by machine learning models. Convolutional Neural Networks (CNNs) utilize multiple layers 
of convolutional operations to extract hierarchical features from images. Prominent CNN 
architectures include VGG (Visual Geometry Group), ResNet (Residual Networks). Idesai et 
al. [30] compared three transfer learning models namely VGG16, ResNet50, and Xception to 
determine their effectiveness in image classification. They evaluated each model’s accuracy in 
predicting the classification of images. VGG16 and Xception, known for simplicity, excel in 
image classification but can be computationally expensive. ResNet50, with residual con- 
nections, achieves state-of-the-art performance and is efficient for transfer learning. ResNet50 
is highlighted for its favorable balance between accuracy and efficiency. 

 

Fig. 1: Feature extraction from text caption 

In image feature extraction, we prepare images appropriately for subsequent tasks using the 
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image preprocessing pipeline, and the resulting embeddings accurately capture the inherent 
features of the image shown in Fig 2. 

 

Fig. 2: Feature extraction from image 

Deep convolutional neural network architecture [13] excels at automatically learning 
hierarchical features at different levels of abstraction. ResNet, or Residual Network, introduced 
by Microsoft Research in 2015, provides a solution to the vanishing/exploding gradient 
problem in deep neural networks. Utilizing skip connections in residual blocks, ResNet allows 
effective learning of residual mappings, enabling the training of highly deep networks. Initially 
based on a 34-layer plain network inspired by VGG19, the architecture is then trans- formed 
into a residual network with shortcut connections. ResNet variants with increased layers, 
such as 50, 101, or 152 layers, have demonstrated state-of-the-art performance in image 
recognition tasks. 

In our work, we used ResNet50, a version of ResNet with 50 layers, each containing residual 
blocks with 3 convolutional layers. These blocks have convolutional layers, batch 
normalization, and ReLU activation function. The key to ResNet50 is the addition of shortcut 
connections (skip connections), which help the model learn residual mappings. This makes it 
easier to train deep neural networks, and ResNet50 is well-suited for our needs. 

B. Data Fusion 

Fusion techniques are crucial in various applications that involve multi-modal data integration 
and analysis, namely Early Fusion, Late Fusion, and Hybrid Fusion. Early Fusion is 
characterized by the amalgamation of raw or feature-level data from distinct sources or 
modalities at the inception of data processing, creating a unified representation for subsequent 
analysis. In contrast, late fusion maintains autonomous processing streams for each modality, 
deferring the information integration until the final decision-making phase, thereby enabling 
more independent modeling. A hybrid-based model strikes a balance between these two 
extremes, blending elements of early and late fusion to harmonize the capture of shared 
information while preserving modality-specific characteristics [31], [32], [33], [34]. The early 
fusion technique is a method employed in the field of data integration, particularly in scenarios 
where information from multiple modalities, such as text and images, needs to be combined 
for analysis or retrieval purposes. The numerical representations from both modalities are 
concatenated, meaning they are joined together to form a single, unified feature vector. This 
combined vector incorporates information from both textual and visual domains, creating a 
comprehensive representation of the input data. The resulting feature vector is then stored in 
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a database as shown in Figure 3. 

The database is constructed to contain fused vector representations of both textual and image 
information sourced from the Flickr 8k dataset. The features for both modalities (Text and 
Image) are extracted using specialized techniques—CNN for images and NLP techniques for 
text. Subsequently, an early fusion technique is applied to merge the two sets of feature vectors, 
resulting in a unified representation. This fused feature vector database serves as a repository 
of integrated information, facilitating efficient retrieval and analysis. 

 

Fig. 3: Fusion of text and image vectors and the resulting Database 

In our work, we have applied three different methods of retrieving relevant images based on 
text-centric and text-image paired data. These methods are outlined as follows: 

Method-1: Text Semantic-based Retrieval (TSemR)  

Method-2: Fused Semantic-based retrieval (FSemR)  

Proposed Model: Holistic Fusion-based retrieval (HFR) 

Method-1 Text Semantic-based Retrieval: In the TSemR approach, we establish a dedicated 
database that incorporates text vectors corresponding to textual data extracted from the Flickr 
8k dataset, along with their respective image IDs. The textual data is transformed into vector 
representations utilizing various models as discussed earlier in the feature extraction section. 
In the TSemR methodology, the primary focus is on the text query input. This input transforms 
into vector representations, employing the same techniques utilized during the initial 
construction of the database. The retrieval process unfolds by comparing these vectorized text 
inputs with the corresponding text vectors stored in the database. This comparative analysis 
aims to identify and retrieve relevant images based on the semantic information encoded in 
the text. The retrieval mechanism is visually depicted in Figure 4, illustrating the process of 
matching text query with stored text vectors to retrieve pertinent images. 
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Fig. 4: Relevant images retrieved by TSemR 

As a result, this procedure facilitates the retrieval of images whose associated vectors align 
with the input query’s text vector, thereby delivering a refined selection of the top-k relevant 
images. 

Method-2 Fused Semantic-based Retrieval: A feature vector for query text is constructed 
and is compared with the fused input vectors stored in the fused feature vector database, which 
was presented in earlier section as shown in Figure. 3. Subsequently, based on the relevance 
determined through this comparison, relevant images are retrieved. This process is elucidated 
in Figure 5. 

 

Fig. 5: Relevant images retrieved by FSemR 

Proposed Model: In the proposed Holistic Fusion-based Retrieval (HFR) model, we present 
an innovative approach for retrieving relevant images from a multimodal input that comprises 
both image and text components, as depicted in Figure 6. The process is encapsulated in 
Algorithm 1, outlining the steps for feature extraction from both modalities and the subsequent 
retrieval of the top-k relevant images. 

The input to this approach comprises both text and image data. Features from both modalities 
are extracted using the techniques discussed in the feature extraction section. Subsequently, the 
resulting feature vectors from both the text and im- age components are combined using an early 
fusion technique at the input level for further processing. This fusion process enables the 
integration of textual and visual information, enhancing the retrieval process by capturing 
comprehensive semantic representations from both modalities. This innovative method involves 
comparing the fused query vector with the vector in the fused feature vector database. The 
objective is to retrieve top-k relevant images based on the degree of relevance. The 
performance of the proposed model (HFR) vis- a-vis other methods namely TSemR and 
FSemR is presented in the following section. 
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Fig. 6: Proposed Workflow for retrieving relevant images using HFR 

 
Algorithm 1: Image Retrieval based on Fused Image and Text Vectors 
Data: Dataset containing images and corresponding text descriptions 
Input: Query image and its caption 
Result: Top−k Relevant images 
Step 1: Extract feature vectors for images and text using a pre-trained model. Denote 
these vectors as Ii for image features and Ti for text features; 
Step 2: Fuse image and text vectors to create fused vectors, Fi, for each image-text pair: 
Fi [Ii, Ti]; 
Step 3: Extract feature vectors for the query image and its caption: Iquery and Tquery, 
respectively, using the same pre-trained models; 
Step 4: Fuse the query vectors to obtain the fused query vector, Fquery  result; 
Step 5: Compute the cosine similarity between Fquery result and all stored fused vectors 
Fi; for each stored fused vector Fi do 

Step 6: Compute similarity score: 
Similarity(Fquery result, Fi) 
     Fquery    result·Fi  
∥Fquery    result∥·∥Fi∥ 

Step 7: Rank stored image-text pairs based on their similarity scores in descending order; 
Step 8: Retrieve the top-k pairs with the highest similarity scores as search results; 

 

IV. RESULTS 

In our research, we used the Flickr 8k dataset, which comprises 8,000 images, each 
accompanied by five captions. We employed image encoding techniques to transform the 
images into vector notation. These encoding methods are chosen to derive a condensed and 
meaningful representation of the visual content in vector form. The experiments are performed 
on a desktop with a 2.3 GHz Intel core i7 processor with 32 GB of RAM, and an Nvidia GeForce 
GTX GPU. The GPU acceleration allowed us to efficiently process the large dataset and train 
the encoders using Python 3.10. 
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This research investigates the performance evaluation of three image retrieval methods 
discussed in section IV, namely TSemR, FSemR, and HFR. These methods leverage specific 
encoding techniques, namely USE, BERT, and GloVe. The fusion of these text encoding 
techniques with image encoding using ResNet50 forms the basis for our evaluation, which 
spans across different contextual scenarios. Table I presents information on the encoding 
techniques applied in TSemR, FSemR, and HFR. 

Method Encoding-1 Encoding-2 Encoding-3 
TSemR USE BERT GloVe 
FSemR USE+ResNet50 BERT+ResNet50 GloVe+ResNet50 
HFR USE+ResNet50 BERT+ResNet50 GloVe+ResNet50 

TABLE I: Encoding techniques used in TSemR, FSemR, and HFR 

 

TABLE II: Example contexts from Flickr8k dataset 

Conducting an experiment to evaluate the performance of three image retrieval methods on 
the entire dataset containing 8k images presented challenges. To overcome this, we have 
chosen a curated subset with 1300 images derived from the Flickr8k dataset. To ensure a 
comprehensive analysis, we extracted five distinct contexts from the subset shown in Table 
II and applied the said three different methods to retrieve relevant images for each context. 
Evaluation methods for image retrieval often focus on precision and recall at various levels of 
ranks to assess the performance of retrieval algorithms accurately [35], [36]. 

These metrics provide insights into the performance of a system, particularly when dealing 
with a ranked list of items.  

Precision@K: It measures the accuracy of a model’s predictions within the top-k results. 
It is calculated as the ratio of the number of relevant items in the top-k results. 

Precision@k = Number of relevant items in top − k 

                                               k 

Recall@k: It is the ratio of the number of relevant items in the top-k to the total number of 
relevant items. 

Recall@k = Number of relevant items in top − k 

                     Total number of relevant items 

Context Example 
context-1 A Dog is running and playing in a grass 
context-2 children playing in the park near the grass 
context-3 Few people can be seen climbing a mountain 
context-4 few men racing each other 
context-5 children and dogs are playing near the water with adults 
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Precision@k focuses on the accuracy of the top-k predictions, while Recall@k emphasizes the 
coverage of relevant items within the top-k results. The comparative analysis of precision and 
recall across the five contexts unveils notable trends and variations in the performance of the 

methods. 

 

Table III: Quantitative recall assessment across various contexts 

Table III outlines the recall values for relevant retrieved images across diverse contexts, in 
respect of TSemR, FSemR, and HFR methods involving three said encoding techniques. 
Notably, HFR consistently outperforms its counterparts, show- casing superior recall values 
across all contexts. 

In Context-1, HFR demonstrates commendable performance with recalls of 94%, 96%, and 
96% for Encoding-1,2 and 3 respectively. This trend persists in Contexts 2, 3, 4, and 5, 
where HFR consistently achieves remarkable recall values, particularly excelling with 
Encoding 1 and 2 techniques. 

The evaluation of three methodologies (TSemR, FSemR, and HFR) across three different 
encoding techniques has recall of 82.2%, 64%, and 57.8% for Encoding-1, Encoding-2, and 
Encoding-3, respectively. FSemR exhibited average recall values of 83.2%, 59.8%, and 51.8% 
for the corresponding encodings. 

Method Encoding-1 (%) Encoding-2(%) Encoding-3(%) 
TSemR 82.2 64 57.8 
FSemR 83.2 59.8 51.8 

 Method Encoding-1 (%) Encoding-2(%) Encoding-3(%) 

Context-1 
TSemR 93 85 91 
FSemR 90 96 76 

HFR 94 96 96 

Context-2 
TSemR 80 71 39 
FSemR 82 52 44 

HFR 93 86 86 

Context-3 
TSemR 86 43 49 
FSemR 82 32 24 

HFR 93 87 85 

Context-4 

 

TSemR 60 29 33 
FSemR 69 29 25 

HFR 87 84 78 

Context-5 
TSemR 92 92 77 
FSemR 93 90 90 

HFR 98 97 97 
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HFR 93 90 88.4 

TABLE IV: Average recall values across five contexts 

 Encoding-1(USE & 
ResNet) 

Encoding-2(BERT & 
ResNet) 

Encoding-3(GloVe & 
ResNet) 

 

TSemR    

  

   

  

   

  

 

FSemR    

  

   

  

   

  
 

HFR    

  

   

  

   

  

Fig. 7: Image retrieval results for the caption ”Few men racing each other” across three 
methods for three encoding techniques 

In contrast, HFR displayed superior performance with average recall rates of 93%, 90%, and 
88.4% for Encoding-1, unveiled significant variations in average recall performance across 
all five contexts. TSemR demonstrated an average Encoding-2, and Encoding-3, respectively. 
These results emphasize the efficacy of the HFR methodology in consistently achieving 
higher recall rates compared to TSemR and FSemR across various encoding techniques. 
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Fig. 9: Five plots showcasing recall values for different contexts, Accompanied by an 
aggregate plot for Average Recall 

In the evaluation of three distinct encoding techniques, the retrieval outcomes for the given 
context, ’Few men racing each other’, reveal notable differences as shown in Figure.7 In 
case of encoding-1, both TSemR and FSemR identify three relevant images in their top 5 
retrievals, while HFR outperforms by retrieving all five relevant images. In the case of 
encoding-2, TSemR and FSemR each yield one relevant image within the top 5, while HFR 
stands out once again with a comprehensive set of five relevant results. Finally, in encoding-
3, TSemR retrieves one relevant image, FSemR retrieves none, and HFR impressively retrieves 
all five rele- vant images within the top 5. Consequently, across all three encoding techniques, 
HFR consistently demonstrates superior performance in delivering precise and contextually 
fitting image retrievals for the specified query. 

The plotting of recall values across the five distinct contexts shown in Figure 9, provides a 
comprehensive visual representation of the said three methods’ performance in extracting 
relevant images through various encoding techniques. 

After conducting a qualitative precision assessment across five diverse contexts, as shown in 
Table V, the average precision values for each method and encoding technique are shown 
in Table VI. Notably, HFR consistently outperformed both TSemR and FSemR in all encoding 
techniques and across different contexts. In Encoding-1, HFR demonstrated the high- est 
average precision of 24.6%, surpassing TSemR (21.8%) and FSemR (22.0%). Similarly, in 
Encoding-2 and Encoding- 3, HFR maintained its superior performance with average precision 
values of 23.6% and 23.4% respectively, compared to TSemR and FSemR. These results 
underscore the significance of HFR in consistently retrieving relevant information across 
various contexts. 



MULTIMODAL FEATURE FUSION FOR IMAGE RETRIEVAL USING DEEP LEARNING 

Journal of Data Acquisition and Processing Vol. 39 (1) 2024      836 
 

Table V: Qualitative Precision Assessment for various Contexts 

HFR consistently achieves higher recall rates compared to TSemR and FSemR across various 
encoding techniques, emphasizing its effectiveness in accurately retrieving relevant 
information. This superior performance underscores HFR’s suitability for applications where 
recall is crucial. Its robust performance across diverse contexts and encoding methodologies 
positions HFR as a compelling choice among the evaluated methodologies, suggesting its 
potential as a tool for reliable information extraction. 

Method Encoding-1 (%) Encoding-2(%) Encoding-3(%) 
TSemR 21.8 16 15.2 
FSemR 22 15.4 13.2 
HFR 24.6 23.6 23.4 

TABLE VI: Average Precision values across five contexts 

V. CONCLUSION & FUTURE WORK 

In conclusion, our extensive analysis of three distinct approaches for retrieving relevant images 
through multimodal data has provided valuable insights. The text-centric based retrieval 
focused solely on text and established a strong foundation for text-based image retrieval. 
However, our HFR model, which incorporates both textual and visual techniques, proved to be 
the most impressive. By combining and integrating text and image data, we achieved 
exceptional and reliable results. This harmonious partnership between textual and visual 
information truly sets the standard for accuracy in retrieved images. In essence, our research 
emphasizes the significance of multimodal analysis and its potential to revolutionize image 
retrieval methods. Furthermore, the role of multimodal data extends beyond image retrieval, 

 Method Encoding-1 (%) Encoding-2(%) Encoding-3(%) 

Context-1 
TSemR 28 25 27 
FSemR 27 29 23 

HFR 28 29 29 

Context-2 
TSemR 20 17 10 
FSemR 20 13 11 

HFR 23 21 21 

Context-3 
TSemR 27 13 15 
FSemR 26 10 8 

HFR 29 27 27 

Context-4 

 

TSemR 17 8 9 
FSemR 19 8 7 

HFR 24 23 22 

Context-5 
TSemR 17 17 15 
FSemR 18 17 17 

HFR 19 18 18 
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playing a pivotal role in applications such as sentiment analysis and recommender systems. 

The fusion of textual and visual information proves par- ticularly beneficial in sentiment 
analysis, where understand- ing both linguistic and visual cues enhances the depth of emotion 
comprehension. Similarly, in recommender systems, multimodal data allows for a more 
nuanced understanding of user preferences by considering both explicit preferences expressed 
in text and implicit preferences conveyed through visual content. This highlights the versatility 
and impact of multimodal analysis across diverse applications. 
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