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ABSTRACT 
If 𝑓 is continuous and nonlinear on 𝑅 , its application has proven evident throughout time. 
Minimizers are points where 𝑓 is not differentiable. This work specifically focuses on the 
scenario when it is challenging to calculate the gradient and Hessian matrices for each given 
value of 𝑥. This study introduces a novel technique that utilizes derivatives to solve 
optimization problems. Specifically, it focuses on employing finite difference representations 
of the gradient and Hessian in the Quasi Newton method and Derivative Free Trust Region 
methods. If it is proven that 𝑓 has a unique solution, it may be demonstrated that the step length 
(ℎ) generated converges globally. Two test problems were employed for actual implementation 
utilizing MATLAB software. The numerical outcomes demonstrated the efficacy and 
resilience of the algorithms, which exhibited favourable comparisons to certain preexisting 
methods. 
Keywords: Continuous functions, Differentiability, Quasi-Newton Method, Trust Region 
Method, Free Derivative, Optimization Problems,  
 
1.0. Introduction 
Derivative-based algorithms that are available at no cost are a highly efficient approach for 
tackling optimization problems [1][11]. This can be attributed to several variables, which 
include: Derivative-based algorithms that are available for free can produce solutions that are 
equally, if not more, accurate compared to conventional methods like gradient descent or 
Newton's Method [9][17][22] . These algorithms frequently necessitate fewer iterations and 
hence demand fewer computer resources compared to classic approaches that require 
numerous iterations to get optimal values. The versatility of these optimizations enables their 
application across different frameworks and problem sets, simplifying the process by offering 
consistent solution paths without requiring customization or adjustments specific to each 
model [15][19]. Unlike other numerical techniques that rely on iterative assessment of known 
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points using ODE solvers, free derivatives only compute precise values at specific locations 
during each iteration cycle [18][20]. This approach greatly reduces computing time compared 
to convolutional neural networks or deep learning applications, which often require extensive 
backtracking through samples to find the true global optimum value(s)[5]. 
Conventionally, optimization is the process of finding the most effective strategies to meet 
specific objectives while adhering to predetermined constraints [14][17]. Recent 
developments in digital computer technology, applied mathematics and operations 
research, have led to the emergence of intricate industrial challenges in fields like engineering, 
management, and economics [11][12]. Consequently, there is a continuous development of 
novel and more potent optimization techniques to address these problems. 
The field of optimization has significantly contributed to various disciplines such as science, 
social sciences, and management. This contribution is primarily shown through the creation of 
algorithms that effectively address real-world problems [8][10]. The origins of optimization 
can be attributed to the work of Newton, Lagrange, and Cauchy, who pioneered differential 
methods for the purpose of optimization [21]. The birth of the calculus of variations is credited 
to Bernoulli, Euler, Lagrange, and Weierstrass [6][11]. Although numerous contributions were 
made, significant progress was not achieved until the 20th century, when the introduction of 
computer technology facilitated the execution of optimization processes, leading to multiple 
advances thereafter [12][13].  
 
2.0    QUASI-NEWTON ALGORITHM 
 Min { 𝑓  (𝑧)| 𝑍 ∈ 𝑅 }, for 𝑓 (. ) twice differentiable  
Step 1:   Select 𝑎 𝑍  ∈ 𝑅 , 𝑠𝑒𝑙𝑒𝑐𝑡 𝑎,  𝜀 ( 0.5, 0.8), 𝑎𝑛𝑑 𝑠𝑒𝑡 𝑖 = 0 
Step 2:  Compute ∇𝑓 (𝑧 )   
Step 3:  If ∇𝑓 (𝑧 ) = 0, stop; else go to step 4 

Step 4:  Compute H(𝑧 ) =  
 ( )

 
  

Step 5:  If H(𝑧 )-1 exists, compute h(𝑧 ) by solving  H(𝑧 ) h(𝑧 )  =  − ∇𝑓  (𝑧 )  and go to step 
6; else set h(𝑧 ) =  − ∇𝑓  (𝑧 )  and goto step 6. 
 
It is observed that, when the Hessian matrices, H(𝑧 ), are singular, then, Quasi-Newton 
algorithm is not applicable; and when is not positive definite, the search direction may fail to 
be a descent direction. Consequently, the problem will have no solution. Henceforth, gradient 
and Hessian methods in Rn must be employed for computing the step size and continuing with 
the following process. 
 
Step 6:  Set 𝜆 = 1 

Step 7:  Compute Δ =  f 𝑧 +  λh(𝑧 ) − f  (𝑧 ) − 
 
 <  ∇f (𝑧 ),   h(𝑧 ) > 

Step 8:  If Δ ≤ 0, 𝑠𝑒𝑡 𝜆𝑖 = 𝜆,  and go to step 9, else, set 𝜆𝑖 =  𝜆𝛽 and go to step 7 
Step 9:  Set 𝑍  +  1 =  𝑍  +  𝜆 ℎ(𝑍 ), set 𝑖 =  𝑖 +  1, and goto step 2 
Above algorithm work with derivative from step 2 and 4 respectively. 
 
3.0 TRUST-REGION ALGORITHM  
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step 0: given ∆ >  0. Initialize the Trust-Region Method size to ∆  (0, ∆), and  
𝜂Є [0, ¼).Set 𝑘 =  0  
step 1: Approximately solves the trust-region problem to obtain 𝑃  
step 2: Evaluate 𝑄  
step 3: if 𝑄 <  ¼,  ∆ + 1 =  ¼ 𝐼𝐼 𝑃𝑘 𝐼𝐼;  𝑖𝑓 𝑄 >  ¾ 𝑎𝑛𝑑 𝐼𝐼 𝑃𝑘 𝐼𝐼 =  ∆  , ∆ + 1 =

 𝑚𝑖𝑛(2∆  , ∆);  𝑒𝑙𝑠𝑒 ∆  =  ∆ + 1 

step 4: 𝑄  >  𝜂, 𝑥 = 𝑥 + 𝑝 , else 𝑥 = 𝑥 . Set 𝑘 + 1. go to step 1 [3][16] 
 
4.0 NUMERICAL RESULTS 
4.1 Problem P1  
𝑀𝑖𝑛 𝑓(𝑥, 𝑦) = 100(𝑦 − 𝑥 ) +  (1 − 𝑥)    [2] 
Starting points: 𝑧 =  (−1.2, 1.0), ℎ = 0.0001 

 
Table 4.1: Table of result for P1 using Quasi-Newton method 

𝑁 𝑧  ℎ 𝑔(𝑧 ) ℎ(𝑧 ) 

0 (−1.2000, 1.0000) 0.0001 (−215.6000, −88.000) (0.0248, 0.3806) 

1 (−1.1752, 1.3806) 0.0001   (−4.6375, −0.1221) (1.8681, −4.3903) 

2 (0.6929, −3.0097) 0.0001   (996.6181, −697.9610) (0.0005, 3.4905) 

3 (0.6934, 0.4808) 0.0001   (−0.6132, −4.105

× 10 ) 

(0.3145, 0.4361) 

4 (1.0078, 0.9169) 0.0001   ( 39.8698, −19.7719) (−0.0003, 0.0982) 

5 (1.0075, 1.0151) 0.0001   (0.0151, −2.857

× 10 ) 

(−0.0078, −0.0157) 

6 (0.9997, 0.9994) 0.0001   (0.0240, −0.0123) (0.02900, 0.6413) 

7 (1.0000, 1.0000) 0.0001   (3.8043, −1.1597)  

× 10  

(−0.0770, −0.5747) 

8 (1.0000, 1.0000) 0.0001   (−0.2523, −0.1505) (0.2870, 0.5747) 

9 (1.0000, 1.0000) 0.0001   (0.1038, 0.0515) (−0.1072, −0.2148) 

10 (1.0000, 1.0000) 0.0001   (−0.3865, −0.1931) (0.4008, 0.8025) 

 
The solution converges at iteration 7 which is the minimum, 
 𝑍∗ = (1.0000, 1.00000) 
 

Table 4.2: Table of result for P1 using Trust Region method 
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𝑁 𝑧  ℎ 𝑔(𝑧 ) ℎ(𝑧 ) 

0 (−1.2000, 1.0000) 0.0001 (−215.600, −88.00) (0.0248, 0.3806) 

1 (−1.1752,1.3806) 0.0001 (−4.6374, −0.1221) (1.8607, −4.3727) 

2 (0.6854, −2.9924) 0.0001 (948.4878, −692.3707) (0.0005, 3.4625) 

3 (0.6859, 0.4705) 0.0001 (−0.6281, −3 × 10 ) (0.3229, 0.4430) 

4 (1.0088, 0.9135) 0.0001 (42.0876, −20.8505) (−0.0004, 0.1035) 

5 (1.0085, 1.0170) 0.0001 (0.0170, 0.0000) (−0.088, −0.0178) 

6 (0.9996, 0.9992) 0.0001 (0.0309, −0.158) (0.3662, 0.8114) 

7 (1.0000, 1.0000) 0.0001 (0.5828, −0.1950) (−0.1004, −0.1998) 

8 (1.0000, 1.0000) 0.0001 (−0.3590, −0.2209) (0.4171, 0.8354) 

9 (1.0000, 1.0000) 0.0001 (0.1678, 0.0831) (−0.1739, −0.3483) 

10 (1.0000, 1.0000) 0.0001 (−0.6965, −0.3479) (0.0725, 0.1452) 

P1 converges at the 7th  iteration, to the minimum, 𝑍 ∗=  (1.0000, 1.00000) 
 
4.2 Problem P2 
(2) 𝑀𝑖𝑛 𝑓(𝑥, 𝑦) = 𝑥 − 4𝑥 + 𝑦 − 𝑦 − 𝑥𝑦  [4] 

Using starting points: 𝑧 =  (1.2, 0.8), h = 0.0001 
 

Table 4.3: Table of result for P2 using Quasi-Newton method 

𝑁 𝑧  ℎ 𝑔(𝑧 ) ℎ(𝑧 ) 

0 (1.2, 0.8) 0.0001 (−2.4000, −0.6000) (1.8000, 1.2000) 

1 (3.0, 2.0) 0.0001 (0.1744, 0.1102) (−0.1530, −0.1316) 

2 (3.0, 2.0) 0.0001 (0.0000, −0.4441) (0.1480, 0.2961) 

3 (3.0, 2.0) 0.0001 (0.8882, 0.0000) (−0.5921, −0.2961) 

4 (3.0, 2.0) 0.0001 (0.0000, 0.4441) (−0.1480, −0.2961) 

5 (3.0, 2.0) 0.0001 (−0.8882, 0.0000) (0.5921, 0.2961) 

6 (3.0, 2.0) 0.0001 (0.0000, −0.4441) (0.1480, 0.2961) 

Table 4.3 shows that P2 converged at the 3rd  iteration, minimum, 𝒁∗ = (𝟑, 𝟐) 
 
 

Table 4.4: Table of result for P2 using Trust Region method 

𝑁 𝑧  ℎ 𝑔(𝑧 ) ℎ(𝑧 ) 

0 (1.2, 0.8) 0.0001 (−2.40001, −0.60002) (1.80001, 1.200) 
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1 (3.0, 2.0) 0.0001 (−2.40001, −0.60002) (1.80001, 1.2000) 

2 (1.2, 0.8) 0.0001 (−2.40001, −0.60002) (1.8001, 1.2004) 

3 (3.0, 2.0) 0.0001 (−2.40001, −0.60002) (1.8001, 1.20004) 

4 (3.0, 2.0) 0.0001 (−2.40001, −0.60002) (1.8001, 1.20004) 

5 (3.0, 2.0) 0.0001 (−2.40001, −0.60002) (1.8001, 1.20004) 

6 (3.0, 2.0) 0.0001 (-2.400001, -0.600002) (1.8001, 1.20004) 
 
P2 converged after 3rd iteration, with minimum, 𝑍∗ = (3, 2)𝑜 
Therefore, it’s obvious that the Quasi-Newton method is faster, even though they converge at 
the same number of iteration because Quasi Newton method is cheaper than that of Trust-
Region method. However, to compare their performance we must consider both cost and speed 
of convergence. An algorithm that converges quickly but takes a few seconds per iteration may 
take far more time than an algorithm which converges more slowly but only requires a few 
milliseconds per iteration.  Quasi-Newton method is expected to be more efficient when the 
derivatives of the function are not available. 
 
5.0  CONCLUSION 
This paper aimed to research the domain based and derivative free optimization algorithms in 
an effort to identify their range of potential applications with respect to specific problem. We 
have investigated the range of problems which can be solved through certain algorithms. This 
paper has reviewed Quasi Newton and Trust Region techniques as two commonly used 
solutions, while specifically focusing on issues involving only two variables. Further research 
is needed to assess if these methods would prove still efficient when dealing with a larger 
number of parameters. 
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