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ABSTRACT 

Artificial intelligence (AI) has gathered significant attention and acceptance across various 
domains, including water treatment and desalination, where it has proven to be a valuable tool 
for enhancing process efficiency and addressing water pollution and scarcity. AI techniques 
offer optimized chemical usage, reduced operational costs, and effective solutions. In this 
paper, a hybrid method, SVR-PSO is proposed for modeling the dye removal process. First, 
Particle Swarm Optimization (PSO) tunes the best hyperparameters for Support Vector 
Regression (SVR). Subsequently, Support Vector Regression (SVR) is built using the obtained 
best hyperparameters and then fitted. The proposed method is tested and evaluated for 
modeling the removal of The Malachite Green dye using Helianthus Annuus seed shells as an 
eco-friendly adsorbent. The proposed method is compared with SVR tuned with Genetic 
Algorithm (SVR-GA) and SVR tuned with the Grid Search method (SVR-GS), and the 
obtained results demonstrate the efficiency of the proposed method. 

Keywords: Support Vector Regression, Particle Swarm Optimization, Genetic Algorithms, 
dye removal. 
 
1 Introduction 
Water, the essence of life, encompasses 71% of the Earth's surface and constitutes over half of 
the human body[1], [2]. However, the widespread use of dyes across various industries 
presents a formidable threat to water ecosystems due to their toxicity, poor biodegradability, 
and vivid coloration[3]. Industrial wastewater containing these colour compounds poses a dire 
risk to ecosystems by disrupting photosynthesis and directly harming living organisms, thereby 
jeopardizing water quality and human health[4]. To mitigate these detrimental effects, the 
removal of dyes from water is imperative. Various methods including physical, chemical, and 
biological treatments have been employed to achieve this goal. Physical techniques entail the 
separation of dye particles through processes such as filtration, adsorption, and membrane 
filtration[5], [6]. Chemical methods involve reactions such as oxidation, coagulation, or 
precipitation to transform or eliminate dyes, while biological methods utilize organisms to 
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biodegrade or metabolize dye compounds[6]. Among these techniques, adsorption, utilizing 
adsorbent materials, stands out for its efficacy and versatility in water treatment[7], [8], [9]. 
The application of Artificial Intelligence (AI) technologies has revolutionized numerous fields 
by mimicking human-like capabilities such as language interpretation, image recognition, 
problem-solving, and data-driven learning[10]. AI, categorized into machine learning, deep 
learning, and data analytics, has found extensive applications in intelligent decision-making, 
blockchain, cloud computing, the Internet of Things (IoT), and the fourth industrial revolution 
(Industry 4.0)[11]. In recent years, AI has emerged as a promising approach to enhance 
traditional methods of dye removal[12], [13]. AI technologies offer the potential to optimize 
various aspects of dye removal processes, including reducing experimental costs, optimizing 
chemical usage, improving efficiency, and enhancing overall performance[13]. 
The commonly employed AI methods in water treatment include Artificial Neural Networks 
(ANN) and its variants such as Recurrent Neural Network (RNN), Convolutional Neural 
Network (CNN), Feed-Forward Backpropagation Neural Network (FFBPNN), and Adaptive 
Network-Based Fuzzy Inference System (ANFIS)[12]. Additionally, Decision Trees (DT) and 
Support Vector Regression (SVR) have gained prominence. Hybrid approaches such as ANN-
GA, ANN-PSO, and SVR-GA have also been explored extensively in water treatment research 
[13]. 
Support Vector Regression (SVR) is a powerful machine learning algorithm used for 
regression tasks[14]. It is a variant of the Support Vector Machine (SVM) algorithm[15], 
which is primarily used for classification. SVR, like SVM, operates by finding the hyperplane 
that best separates data into different classes. However, instead of focusing on classification 
boundaries, SVR focuses on fitting the best possible line within a predefined margin of error 
[16]. What distinguishes SVR from traditional regression methods is its ability to handle 
complex data distributions and high-dimensional feature spaces effectively. It achieves this by 
transforming the input data into a higher-dimensional space through a kernel function, where 
it can find a linear relationship that might not be apparent in the original feature space. This 
transformation allows SVR to capture nonlinear relationships between variables. Notably, 
SVR models demonstrate resilience against data volume constraints, providing reliable 
predictions even with limited datasets. Additionally, SVR is robust to outliers, as it focuses on 
minimizing errors within the specified margin rather than being heavily influenced by 
individual data points. However, effective parameter optimization remains a challenge to 
achieve heightened prediction accuracy[17]. Techniques such as Grid Search (GS) 
methodology with cross-validation[18], particle swarm optimization (PSO)[19], [20], genetic 
algorithm (GA)[21], [22], and differential evolution (DE)[23] are commonly employed for this 
purpose. The robust optimization of SVR model parameters directly influences prediction 
accuracy and the generalization capability of the model.  
SVR has been applied in modelling dye removal processes[13], [24], [25], [26], [27], [28], 
[29], [26], [30], with various studies employing different optimization techniques for SVR 
hyperparameter tuning. While some studies utilize the trial-and-error method [24], [26], others 
employ the grid research method [25], [27], [28], or genetic algorithms [29], [31], [30]. The 
trial-and-error method and the grid research method are very time-consuming[17]. 
In this paper, we proposed exploiting Particle Swarm Optimization (PSO) for fine-tuning SVR 
hyperparameters. We favour PSO over Genetic Algorithm (GA) due to its simpler parameter 
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setup and superior speed, particularly in continued non-binary space research contexts. This 
selection of PSO aims to capitalize on its efficiency and effectiveness in optimizing SVR 
parameters for improved modelling accuracy. To evaluate our proposed method, we conducted 
a comparative study to model the process of removing Malachite Green (MG) dye using an 
eco-friendly adsorbent, namely Helianthus Annuus Seeds shells. The experimental study of 
Malachite Green (MG) dye removal is performed in the Laboratory of water treatment and 
valorisation of industrial wastes (LTEVDI)[32].  
The remainder of the paper is structured as follows: the first section presents the methods used 
in the proposed approach, such as Support Vector Regression (SVR), Particle Swarm 
Optimization (PSO), and Genetic Algorithm (GA). In the second section, the proposed method 
is detailed. The third section demonstrates the efficiency of our proposed method with a 
comparative study. Finally, we conclude the paper in the last section. 
 
2 Methods 
2.1 Support Vector Regression  
SVM as a learning method was developed by Vapnik [15] and is a powerful tool. This 
supervised learning method can be used for regression or classification in nonlinear models, 
and density estimation leads to complex optimization problems, typically quadratic 
programming. However, this method (SVM) is often time consuming and difficult to adapt, 
suffering from the problem of a large memory requirement and CPU time when trained in 
batch mode. This limitation is overcome by LS-SVM as the modified version of SVM which 
solves the set of linear equations instead of the quadratic programming problem to minimize 
the complex nature of the optimization processes The theory and more details of SVM and LS-
SVM can be found in the literature [33]. 
In SVR, the objective is to find a function that approximates the mapping from input variables 
to continuous output variables, while also minimizing the margin of error, known as epsilon-
insensitive tube. This tube represents the range within which errors are acceptable, and data 
points outside this tube contribute to the error function. SVR aims to find the hyperplane that 
has the maximum margin within this tube[16]. 
Given a set of input–output sample pairs {(𝑥 , 𝑦 ), (𝑥 , 𝑦 ), … , (𝑥 , 𝑦 )} where 𝑥 ∈ ℝ and 
𝑦 ∈ ℝ, the objective of SVR technique is to approximate the nonlinear relationship given in 
(1), such that f(x) should be as close as possible to the target value y and should be as flat as 
possible in order to avoid over-fitting. 

𝑦 = 𝑓(𝑥 ) = ∑   (𝛼∗ − 𝛼 )𝐾(𝑥, 𝑥 ) + 𝑏                                                          ( 1) 
where 𝑏 is bias value, 𝛼  and 𝛼∗ are the Lagrange multipliers, 𝐾(𝑥, 𝑥 ) is the kernel function. 
To evaluate the goodness of the regression function, the 𝜀 -insensitive loss function is used 
[15]: 

𝑙 = |𝑦 − 𝑓(𝑥 )| =
0,     |𝑦 − 𝑓(𝑥 )| ≤ 𝜀

|𝑦 − 𝑓(𝑥 )| − 𝜀, ∣      otherwise 
                                       ( 2) 

To find the coefficients 𝛼∗ and 𝛼  one must solve the following quadratic optimization 
problem: maximize the functional: 
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𝑊(𝛼∗, 𝛼) = −𝜀 ∑   (𝛼∗ + 𝛼 ) + ∑   𝑦(𝛼∗ − 𝛼 ) − ∑  , (𝛼∗ − 𝛼 ) 𝛼∗ −

𝛼 𝐾 𝑥 , 𝑥     ( 3) 

subject to constraints 

  (𝛼∗ − 𝛼 ) = 0,    0 ≤ 𝛼 , 𝛼∗ ≤ 𝐶, 𝑖 = 1, … , 𝑛 

Where 𝐶 is the regularization parameter, determining the trade-off between the fitting error 
minimization and the smoothness of the estimated function. Many kernel functions have been 
presented in the literature, such as the linear kernel, radial basis function (RBF), sigmoid kernel 
and polynomial kernel. The selection of the proper kernel function to map the nonlinear input 
space into a linear feature space depends on the distribution of the training data in the feature 
space[33]. The function RBF is broadly employed in regression problems because RBF can be 
substantially faster to train than other kernel functions. The RBF can be expressed as: 

𝑘 𝑥 , 𝑥 = exp −𝛾∥∥𝑥 − 𝑥 ∥∥                      ( 4) 

 
2.2 Genetic Algorithm 
Genetic algorithms (GAs) are powerful optimization techniques inspired by the principles of 
natural selection and genetics[21]. They belong to the broader class of evolutionary algorithms 
and are particularly adept at solving complex, multi-dimensional optimization problems across 
various domains. In GA, a population of candidate solutions evolves over generations through 
the iterative application of selection, crossover, and mutation operations, mimicking the 
process of natural evolution. Each individual in the population represents a potential solution 
to the optimization problem, and their fitness is evaluated based on a predefined objective 
function. Through the probabilistic combination of genetic material from parent individuals 
and occasional random alterations via mutation, GAs efficiently explore the search space to 
discover high-quality solutions. Despite their stochastic nature, GAs exhibit robustness and 
scalability, making them applicable to a wide range of real-world problems, including 
optimization, machine learning, and engineering design. As highlighted by Holland [34], GAs 
offer a unique approach to optimization, drawing inspiration from biological evolution to 
tackle complex optimization challenges. 
In a genetic algorithm (GA), there are three fundamental operations: selection, crossover, and 
mutation. These operations are essential for evolving populations toward optimal solutions. 
Selection involves choosing individuals based on their fitness, with strategies like roulette 
wheel, tournament, or rank-based selection. Crossover combines genetic information from 
parents to create offspring, with techniques like single-point, multi-point, or uniform 
crossover. Mutation introduces random changes to individual chromosomes, such as bit flips, 
swaps, or inversions. Various strategies within each operation offer flexibility and adaptability 
to different problem domains and optimization requirements, making GAs a versatile and 
powerful tool for evolutionary optimization. 
 
2.3 Particle Swarm Optimization  
Particle Swarm Optimization (PSO) is a metaheuristic optimization algorithm inspired by the 
social behaviour of bird flocking or fish schooling and proposed in 1995 by Russel Eberhart 
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and James Kennedy[19]. It's commonly used to solve optimization problems, particularly in 
the domains of engineering, machine learning, and artificial intelligence. In PSO, a population 
of candidate solutions, called particles, moves through the search space to find the optimal 
solution. Each particle in the swarm has a velocity 𝑣  and a position 𝜒 . The velocity 
determines the direction and magnitude of the particle's movement, while the position 
represents a potential solution in the search space. Initially, both velocity and position are 
randomly initialized. The fitness of each particle is evaluated using the objective function. This 
function determines how good a particular solution is with respect to the optimization criteria. 
Each particle remembers its best position (𝑝 ) found so far, called personal best position. 
Among all the personal best positions, the global best position (𝑝 ) is the best solution found 

by any particle in the entire population. The position of each particle is updated based on its 
current velocity, considering its personal best and the global best positions. The velocity update 
formula typically considers the inertia of the particle's movement, cognitive component 
(related to its personal best), and social component (related to the global best). 

𝑣 = 𝜔 𝑣 + 𝑐 𝑟 (𝑝 − 𝜒 ) + 𝑐 𝑟 𝑝 − 𝜒           ( 5) 

where 𝑝  is the best position of the particle i at instant t. 𝑝  is the global best position achieved 

by the swarm at instant t. 𝑐  and 𝑐  are acceleration coefficients, 𝑟  and 𝑟  are random numbers 

between 0 and 1. In eq. (5), 𝜔 𝑣  is the previous velocity of the particle, 𝑐 𝑟 (𝑝 − 𝜒 ) 
represents the individual reflation of the particle itself (cognitive component) and 

𝑐 𝑟 𝑝 − 𝜒 represents the collaboration in the swam (social component). The position of 

each particle is updated by: 
 

𝜒 = 𝜒 + 𝑣           ( 6) 
 
3 Proposed method 
The proposed method consists of three steps: (1) data collection and normalization, (2) SVR 
parameters tuning, (3) modelling of the dye removal process. 
In the normalization data step, the experimental data is rescaled within a uniform range 
between 0.1 and 0.9 using the following equation: 

𝑋 = 0.1 +
( )

( )  ( )
∗ 0.8            ( 7) 

Where 𝒙 is the original value, 𝐦𝐢𝐧(𝒙) and 𝐦𝐚𝐱(𝒙) are the minimum and maximum values in 
the original range, and 𝑿 is the rescaled value. The normalized data are split randomly in 
training and test data set. 
In the modelling step, the dye removal process is modelled using the SVR method. First, the 
hyperparameters of SVR are tuned using the meta-heuristic algorithm PSO. Subsequently, the 
SVR model created with the best hyperparameters is fitted and tested. 
 
3.1 SVR-PSO 
In this study, we have selected Support Vector Regression (SVR) with a Radial Basis Function 
(RBF) kernel as our model. The RBF function is widely employed in regression problems 
because it is often faster to train compared to other kernel functions [13], [24], [25], [26], [27], 
[28], [29], [26]. Training SVR with the RBF kernel requires specifying three parameters: the 
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regularization parameter (C), the epsilon (𝜀 ) SVR model, and the kernel coefficient (gamma 
𝛾) for the RBF kernel. The position of the particle is represented by vector of three real 
numbers. The first element represents the C parameter, the second element represents the (𝜀 ) 
epsilon parameter, and the last one represents the (𝛾) gamma parameter. The algorithm for the 
proposed method is SVR-PSO Algorithm. 
 
SVR-PSO Algorithm  

Input: DB, PSO parameters (𝑐 , 𝑐 , 𝑤, 𝑁𝑝, 𝑙𝑏, 𝑢𝑏) 

Output: best SVR parameters (𝐶, 𝑒𝑝𝑠𝑖𝑙𝑜𝑛, 𝑔𝑎𝑚𝑚𝑎) 

Begin 

Initializing step: 

For all particle i do 

 Random uniform Initialization of the position 𝜒  and the velocity 𝑣  within space 
search limitations. 

 Compute the value of the fitness function 𝐹 ; 

 Set the best personal position and its fitness value: 

 𝐹𝑝 = 𝐹   and  𝑝 = 𝜒  

End for 

Set the index of best global solution: 𝑔 = 𝑎𝑟𝑔𝑚𝑖𝑛 .. (𝐹 ) 

Training step: 

Repeat until Condition 

For all particle i Do 

Update the velocity 𝑣  and the position 𝜒  by (1) and (2); 

Check if the values of the position vector are within the limitations of the search 
space. 

Evaluate the fitness function 𝐹 . 

1. Decode the particle position to get C, epsilon, and gamma. 
2. Build SVR model using the obtained C, epsilon, and gamma. 
3. Fit the SVR model using the training dataset. 
4. Predict the test dataset using the trained SVR model. 
5. Calculate the mean squared errors to evaluate the performance of the SVR 

model. 
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Update the best personal position and its fitness value: 

If Fi > Fpi Then 

𝐹𝑝 = 𝐹  

𝑝 = 𝜒  

End If 

End For 

Update the global best position index: 𝑔 = 𝑎𝑟𝑔𝑚𝑖𝑛 .. (𝐹𝑝 )    

End repeat                 

End 

 
We compared our proposed method (SVR-PSO) with SVR-GA, which is detailed in SVR_GA 
Algorithm: 
In the crossover step, A two-point crossover function is chosen, where two crossover points 
are randomly selected along the length of the individuals. These points determine the segments 
of the individuals that will be swapped between the parents to create two offspring, which have 
the same length as the parents. 
In the mutation step, we choose the bit flips function. The values of attributes in an input 
sequence are flipped to create a mutant individual. For Boolean individuals, this means 
changing a 0 to a 1 or vice versa. Each attribute (or gene) has an independent probability of 
being flipped. 
In the selection step, the tournament function is employed, which is a method to select n 
individuals for reproduction. The tournament function picks the best individual from randomly 
chosen individuals, repeating the process "k" times. This process helps maintain diversity in 
the selected individuals. Fitness value is used as the selection criterion. 
In the replace step, the next generation population is selected from both the offspring and the 
population. 
 
SVR_GA Algorithm 

Input: DB, GA parameters 

Output: best SVR hyper parameters (C, epsilon, gamma) 

Begin 

Initializing step: 

Random uniform Initialization of population within space search limitations. 
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Training step: 

Repeat until condition: 

Compute the value of the fitness function Fi of each individual x in the population. 

1. Decode the particle position to get C, epsilon, and gamma. 
2. Build SVR model using the obtained C, epsilon, and gamma. 
3. Fit the SVR model using the training dataset. 
4. Predict the test dataset using the trained SVR model. 
5. Calculate the mean squared errors to evaluate the performance of the SVR 

model. 

Selection  

Crossover 

Mutation  

Replace 

End repeat 

End 

 
4 RESULTS AND ANALYSIS 
The proposed method and the comparative methods were implemented using the Python 
programming language and tested on the Colab platform. 
 
4.1 Dataset description 
The dataset employed in the test section contains 163 samples with five input parameters 
(biosorbent dose, temperature, pH, contact time, and dye concentration) and one output 
parameter (dye removal percentage R%). It originates from a study on Methylene Green (MG) 
adsorption conducted on Helianthus annuus seed shells (HA-Ss) powder, as detailed in the 
work of [32]. The bio-adsorbent, derived from Helianthus annuus seed shells, underwent 
thorough preparation to ensure its effectiveness in various adsorption applications. Initially, 
the shells were meticulously collected and subjected to multiple washes with distilled water. 
Subsequently, they were air-dried over a 10-day period. Once dried, the samples were finely 
powdered and sifted to achieve a uniform consistency. To further enhance its purity and 
stability, the powdered material underwent drying in an oven set at 100°C, followed by storage 
in desiccators until use. Prior to experimental application, the dried shells underwent additional 
processing, including fine grinding and sieving, to isolate particles within the diameter range 
of 250 to 315 µm, thus optimizing their suitability for adsorption testing. Batch tests were 
conducted at room temperature (25±0.2°C). The batch adsorption experiments involved 
mixing 20 mL of MG solution with HA-Ss powder in glass container tubes of 25 ml. To 
evaluate the adsorption capacity of MG from distilled water using the biosorbent, various 
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parameters were assessed, including biosorbent dose (ranging from 0.2 to 5 g/L), temperature 
(ranging from 25 to 45 °C), pH (ranging from 1 to 10), contact time (ranging from 5 to 120 
minutes), and MG concentration (ranging between 10 to 50 mg/L). At each stage of 
experimentation, the adsorbents were separated from the aqueous medium using a centrifuge, 
and the MG concentration was determined using a UV-VIS spectrophotometer. 
The efficiency (%) and capacity (q , mg/g) of MG removal using the HA-Ss adsorbent were 
evaluated using equations (4) and (5), respectively: 

R% = × 100                  ( 8) 

q = × v                                    ( 9) 

Where: MG  and MG  represent the initial and the final concentrations (mg/L) of MG dye, V is 
the volume (L) of the tested solution, and m is the mass (g) of the adsorbent. 
 
4.2 Metrics  
The performances of the proposed method SVR-PSO and the comparative methods SVR-GA 
and SVR-SG models were statistically measured using 𝑅  values and MSE as follows: 

𝑅 = 1 − ∑  
, ,

,

                 ( 10) 

MSE =
∑   , ,                         ( 11) 

where 𝑛 is the number of experimental data, 𝑦 ,  and 𝑦 ,  are the predicted and 

experimental responses, respectively, and 𝑦  is the average of experimental values. 𝑅  
measures the percentage of total variation in the response variable that is explained by the 
least-squares regression. 𝑅  should be close to 1.0. 
 
4.3 PARAMETERS SETTING 
4.3.1 PSO parameters setting 
We used the default values of the acceleration coefficients (c1 and c2) and the inertia weight 
parameter W, which are 2, 2, and 0.9, respectively, in the basic PSO algorithm.  
The number of particles directly impacts the computational cost of running the PSO algorithm. 
Larger swarms require more memory and processing power. To determine the optimal number 
of particles, we tested the SVR-PSO algorithm with 10 and 20 particles. We observed that 
increasing the number of particles from 10 to 20 resulted in a longer running time without a 
corresponding improvement in algorithm performance. 
The number of iterations in a Particle Swarm Optimization (PSO) algorithm plays a crucial 
role in determining the convergence behaviour and overall performance. Increasing the number 
of iterations allows the PSO algorithm more time to explore the search space and converge 
towards optimal or near-optimal solutions. However, a higher number of iterations also 
increases the computational cost of running the PSO algorithm. Each iteration involves 
evaluating the objective function for each particle and updating their positions and velocities. 
Therefore, there's a trade-off between the number of iterations and computational resources. A 
range of 20 to 50 iterations are tested. We noted that increasing the number of iterations from 
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20 to 50 resulted in a longer running time without a corresponding improvement in algorithm 
performance.  
 
4.3.2 GA parameters setting 
We set the following parameters for the genetic algorithm: the number of individuals to 20, 
the number of individuals to select for the next generation to 10, the number of children to 
produce at each generation to 20, the number of generations to produce to 10, the probability 
of mating two individuals to 0.7, the probability of mutating an individual to 0.3, the 
independent probability for each attribute to be flipped to 0.05, the number of individuals to 
select to 3, and the number of individuals participating in each tournament (tournsize=3). 
 
4.3.3 Research space limitations 
The Table 1 represents the lower and upper value limitations of each SVR hyperparameter. 
 

Table 1 SVR Hyperparameters lower and upper values 
Hyper parameter Lower value  Upper value  

C 200 900 

Epsilon 1e-2 4e-2 

Gamma 1e-2 2 

 
4.4 Results and Discussion 
We tested SVR-PSO, SVR-GA, and SVR-GS multiple times and summarized the best result 
of each in the Table 2.  
 

Table 2 Results: SVR hyperparameters, Times, Metrics. 
 SVR_GA SVR_PSO SVR_GS 

C 559.6028 603.0539 734.0668 

Epsilon 0.0264 0.0291 0.0261 

Gamma 1.8902 1.4809 0.0323 

Time (s) 3.4572 1.4501 26.0983 

MSE 0.00032124 0.00030082 0.00143782 

𝑅  0.95319 0.9562 0.7905 

 
We observed that: firstly, SVR-PSO and SVR-GA provided similar values for 
hyperparameters, unlike SVR-GS, particularly in the gamma hyperparameter. Secondly, SVR-
PSO performed the best in terms of both time and performance, as indicated by the MSE value 
and 𝑅 . The obtained results confirm that using PSO to tune the SVR hyperparameters yields 
better performance and speed. 
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5 Conclusion 
The paper proposes a hybrid method, SVR-PSO, for modelling the dye removal process. 
Initially, Particle Swarm Optimization (PSO) is utilized to fine-tune the hyperparameters for 
Support Vector Regression (SVR). Subsequently, SVR is constructed using optimized 
hyperparameters and fitted to the data. The effectiveness of this method is assessed in 
modelling the removal of Malachite Green dye using Helianthus Annuus seed shells as an eco-
friendly adsorbent. A comparison is made with SVR tuned using Genetic Algorithm (SVR-
GA) and Grid Research method (SVR-GS). The results demonstrate that employing PSO for 
SVR hyperparameter tuning yields superior performance and faster optimization compared to 
GA and GR methods. SVR-PSO and SVR-GA produce similar hyperparameter values, 
underscoring their efficacy, while SVR-GS exhibits disparities, particularly in the gamma 
hyperparameter. Furthermore, SVR-PSO surpasses SVR-GA and SVR-GR in terms of both 
performance metrics and computational efficiency. Therefore, utilizing PSO for SVR 
hyperparameter tuning is recommended to enhance model accuracy and efficiency in similar 
applications. 
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